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Motivation and objectives

Motivation: Health impact of allergenic 
pollen.

Objective: Investigate allergenic pollen in
a real time over an urban continental 
site.

Innovation: open-source (free) and 
flexible algorithm that allows to 
investigate, train and predict pollen taxa.

Photo provided by 
Zuzanna Rykowska

Betula pollen grain 

Sensor Rapid-E

Pine pollen grain 
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Hydrogamy

Why it is so challenging

Zoogamy

Anemogamy

▪ Atmospheric 
dynamics

▪ Optical 
properties

▪ Microphysical 
properties
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Rapid-E sampler

Sensor Rapid-E
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Rapid-E sampler

Sensor Rapid-E
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4 data filtration types selection
1. Raw data
2. Basic cleanup
3. One common filter
4. Pollen types divided into filtration groups 

Best model identification

Same architecture for all models

1. Alnus

2. Arrhenatherum

3. Broussonetia

4. Corylus

5. Dactylus

6. Fraxinus

7. Juglans

8. Lolium perenne

9. Morus

10. Pinus nigra

11. Platanus

12. Populus alba

13. Quercus

14. Taxus

Pollen type:

Plants surrounding INOE, collected by Boldeanu M.
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Available dataset
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Available dataset
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F. lifetime – average and boundaries

High variability
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F. lifetime – average and boundaries
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F. spectra – average and boundaries

High variability
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F. spectra – average and boundaries
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Model summary after filtration

Model accuracy based on different filtration types. An average after 5 trials. Raw data represents the total number of samples
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Model summary after filtration

Model accuracy based on different filtration types. An average after 5 trials. Raw data represents the total number of samples

Increase in 
accuracy
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Model summary after filtration

Model accuracy based on different filtration types. An average after 5 trials. Raw data represents the total number of samples

Decrease in 
samples count
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ML architecture

Convolutional 
layer
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Architecture

Max pooling
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Architecture

Flattening
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Architecture

Batch 
normalization
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Architecture

Dense layer
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Architecture

Dropout
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Architecture

Layers 
concatenation
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Architecture

Softmax
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Model identification

Comparison of:

1. Precision and recall vs threshold
2. Total accuracy
3. Identification count vs threshold
4. ROC curve
5. Accuracy vs threshold
6. Confusion matrix
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Model identification

Comparison of:

1. Precision and recall vs threshold
2. Total accuracy
3. Identification count vs threshold
4. ROC curve
5. Accuracy vs threshold
6. Confusion matrix

𝑇𝑝 − 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑑

𝑇𝑛 − 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝐹𝑝 − 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝐹𝑛 − 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
N − 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑐𝑜𝑢𝑛𝑡
𝑝𝑜 − 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

𝑓(𝑝𝑜, 𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛, 𝑟𝑒𝑐𝑎𝑙𝑙)

precission =
𝑇𝑝

𝑇𝑃 + 𝐹𝑛

recall =
𝑇𝑝

𝑇𝑝 + 𝐹𝑝



Seminar, 14 March 2025, Warsaw University, Warsaw

Model identification

Comparison of:

1. Precision and recall vs threshold
2. Total accuracy
3. Identification count vs threshold
4. ROC curve
5. Accuracy vs threshold
6. Confusion matrix

𝑇𝑙 − 𝑡𝑟𝑢𝑒 𝑙𝑎𝑏𝑒𝑙
𝑝𝑙 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑙𝑎𝑏𝑒𝑙

𝑓(𝑝𝑙, 𝑇𝑝)
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Precision-recall - interpretation

~ Géron A., 2022
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Precision and recall vs threshold
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Precision and recall – raw data
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Recall
Precision

Average
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Precision and recall – common filtered data

Precision and recall vs threshold
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Confusion matrix - interpretation
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Confusion matrix - interpretation
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Confusion matrix – many filters

Tr
ue

 la
be

l

Predicted label

Common 
filter 76%

Multiple 
filters 75%

E-Rapid
Clean 65%

Raw data 69%

The higher 
diagonal the 

better
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Particle size histogram for training data – common filter
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Histogram – particle size

Particle size histogram with Fraxinus and Taxus for training data 
– common filter
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Histogram – particle size

Particle size histogram for all pollen types for training data – common filter
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Multiple filters Raw data

Common filter Rapid-E cleanup

One week of measurements comparison: 2022-05-10 – 2022-05-17

Case study
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Multiple filters Raw data

Common filter Rapid-E cleanup

One week of measurements comparison: 2022-05-10 – 2022-05-17

Case study

0 
   

   
 1

0
20

 
30

   
  4

0 
50

0 
   

   
   

10
20

30
40

0 
   

   
20

0
40

0
60

0
80

0
0 

 
10

0
20

0 
   

30
0

40
0

Daily 
fluctuations



Seminar, 14 March 2025, Warsaw University, Warsaw

Case study

One week of measurements comparison: 2022-05-10 – 2022-05-17

Raw data
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Framework

• Ready to use tool for:
• Data filtering and inspecting  - DataViewer
• Training and validating models - ModelBuilder
• Mapping results - ModelRunner
• Visualising results - PredictionsMapper

• Ability to run in near real-time and map historical data

~7k lines of code
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Design assumptions

• User friendly

• As small coding as possible on the end user

• Scalability

• Adaptability

User Interface (UI)

Config files

Sometimes coding is 
necessary

Sometimes its easier to 
do something via code

Ability to easily add a 
new features

Large files processing

Ability to process data from 
different instruments

Checkpoints

Logging
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User Interface
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Config files
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Logging
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Coding parts

• Filters
• Changes in ML model



Seminar, 14 March 2025, Warsaw University, Warsaw

Large files processing & checkpoints
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Instrument independent

• Current status:
• ModelRunner and PredictionsMapper – fully independent
• DataViewer and ModelBuilder – partially independent – requires some 

adaptations

• Ability to read:
• Plair binary files – raw data files from instrument
• .json files
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Visualising the data
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• Promising results – validation required
• Ready to use tool for:

• Data filtering and inspecting
• Training models
• Validating models
• Mapping results
• Visualising results

• Ability to run in near real-time and map historical data

Key takeaways
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Thank you

The research is financed by the Polish National Agency for Academic Exchange (NAWA) within the NAWA Preludium Bis 2 
internship grant,  PN/PRE/2022/1/00024

The research is financed by the Poland National Science Centre within the Preludium BIS-2 project, 2020/39/O/ST10/03586

The research was carried out in cooperation between the Remote Sensing Laboratory (RS-Lab) of the Institute of Geophysics, 
Faculty of Physics, University of Warsaw (https://www.igf.fuw.edu.pl) and the National Institute for Research and 

Development in Optoelectronics INOE 2000 (https://www.inoe.ro).
We would like to thank Andrei Dandocsi from INOE for general pollen characterization.

Contact emails: artur.tomczak@fuw.edu.pl 
  iwona.stachlewska@fuw.edu.pl
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