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CPI2,  2880 dt=300 s, 
wallclock time=2.0 mns

8 days, surface θ’, 
128x64x48 lon-lat grid, 
128 PE of Power7  IBM

CPEX,  432000 dt=2 s, 
wallclock time=178.9 mns

This huge computational-efficiency gain comes at the cost of increased mathematical/numerical 
complexity, reliant on the solution of an arduous elliptic boundary value problem (BVP)

Global baroclinic instability: semi-implicit vs. explicit integrations of all-scale equations;         
(Smolarkiewicz, Kuehnlein & Wedi, JCP 2014).
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Semi-implicit integrators (MHD example)

è elliptic problems for potentials Φ
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Elliptic problems for generalized atmospheric equations

3.3 Elliptic boundary value problems

Formulating the elliptic BVP for �0(⌘ ' hereafter for brevity) is unambiguous
in soundproof models where a priori divergence constraint G�1r · (G⇢v) = 0,
with a prescribed density ⇢, implies the elliptic Poisson equation

1

G⇢r ·
⇣
G⇢(ˇ̌v �fGT

Cr')
⌘
= 0 ; with ˇ̌v = fGT ˇ̌u ⌘ fGT(ˇ̌u0 + ua) . (13)

There are no such straightforward constraints for compressible models, where
goals of extended computational stability incite intuitive means of devising
elliptic BVPs justifiable a posteriori. Formulating a suitable elliptic problem
exploits the notion of numerical consistency and thermodynamic balance at
the end of the n+1 time step. It relies on the evolutionary form of the gas law,
d(Eq.2)/dt, that amounts to the internal energy constraint; see footnote 2 in
[61]. Integrated with the NFT template akin to (6), it leads a discrete implicit
constraint in the form of the elliptic Helmholtz equation
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� B
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In (14), the modified densities ⇣` are explicitly known. The coe�cients A? and
B

? are inversely proportional to the full pressure � = �a + ' and, thus, are
lagged in the outer iteration as marked by the superscript ?. The Helmholtz
problem (14)—a Schur complement of (9) and the NFT integral of the evo-
lutionary form of the gas law—was extensively discussed in [58,23,59]. Its
solution provides updated ' that subsequently completes the solution for
v = ˇ̌v � fGT

Cr', cf. (13), and thus for u
0 = [fGT ]�1

v � ua and ✓
0. The

solution of (14) is discussed next.

4 Preconditioned nonsymmetric Krylov solver

4.1 The solver

For brevity, (14) will be subsequently symbolized as a linear problem L(')�
cR=0, where L(') subsums all the terms dependent on ' while cR is the ex-
plicitly known part of (14). In our NFT models, we solve (14) with a pre-
conditioned nonsymmetric restarted Generalized Conjugate Residual (GCR)
approach introduced in [11]. Our implementation geared toward atmospheric
models was discussed in the literature at several occasions [44,47,64,49,56,34].
A brief, physicist friendly introduction to GCR is to view it as an extension of
the Richardson [39] idea of augmenting the elliptic problem with the parabolic
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compressible: D/Dt (gas law)  è
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The approach:  left-preconditioned, restarted Generalized Conjugate Residual, “GCR(k)” of 
Eisenstat et al. SIAM J. Num. Anal. 20 (1983) --- interpreted as an extension of the Richardson 
iteration (Phil. Trans. Roy. Soc., London A210 (1910)); see also sec. 4.9 Physical Analogies in 
Birkhoff & Lynch, Numerical Solution of Elliptic Problems, SIAM (1984).

EULAG’s “exact-projection” nonsymmetric solver 

di↵usion equation, §4.9 in [3]. Replacing the fixed pseudo-time step, dictated
by the stability of the discrete Richardson scheme, with the one generated at
each iteration by the L2 minimization of the residual error 3 leads to the ele-
mentary nonsymmetric Krylov method known as the minimum residual. Simi-
larly, replacing the two coe�cients in the second-order Richardson scheme—a
discrete damped oscillation equation due to Frankel, §4.15 in [3]—with the
values generated by the L2 minimization of r results in the nonsymmetric
complement of the conjugate gradient, the conjugate residual method [44,42].
In the same spirit, GCR can be thought of as an integration in pseudo-time
of a discrete k-order damped oscillation equation

@
kP(')

@⌧ k
+

1

Tk�1(⌧)

@
k�1P(')

@⌧ k�1
+ ...+

1

T1(⌧)

@P(')

@⌧
= L(')� cR , (15)

where again, all coe�cients Tk�1, ..., T1 and the pseudo-time step �⌧ are de-
termined by the L2 minimization of r. Furthermore, the operator P is the
preconditioner (left), the most elementary realization of which is the identity
operator, P(') ⌘ '. The following pseudo-code of the GCR(k) used in our
NFT models provides the context for the suite of Richardson preconditioners
epitomized by P .

In each node i of the grid, for any initial guess '
0
i , set r

0
i = Li('0) � cRi,

q
0
i = P�1

i (r0), then iterate:

ForForFor n = 1, 2, ...until convergence DoDoDo ; forforfor ⌫ = 0, .., k � 1 dododo ;

� = � hr⌫L(q⌫)i
hL(q⌫)L(q⌫)i ; '

⌫+1
i = '

⌫
i + �q

⌫
i ; r

⌫+1
i = r

⌫
i + �Li(q

⌫) ;

exit if k r
⌫+1 k " ; ✏i = P�1

i (r⌫+1) ; 8i evaluate Li(✏) ;

8l=0,⌫ ↵l = � hL(✏)L(ql)i
hL(ql)L(ql)i ;

q
⌫+1
i = ✏i +

⌫X

l=0

↵lq
l
i ; Li(q

⌫+1) = Li(✏) +
⌫X

l=0

↵lLi(q
l) ;

end forend forend for ; reset [', r, q, L(q)]ki to [', r, q, L(q)]0i ; End ForEnd ForEnd For .

In the above algorithm, � has a sense of the optimal pseudo-temporal incre-
ment, all q and ✏ have a flavor of the solution error e := ' � ', where '

marks the unknown exact value, so L(') = cR and L(e) = r. Consequently,
if P�1 approximates the inverse of L, ✏i approximates the solution error at
⌫ + 1. The q

⌫+1 and L(q⌫+1) can be interpreted as the predicted estimates
of the solution and residual errors, reoptimized (with coe�cients ↵l) over the
history available for l = 0, .., ⌫. The convergence of the algorithm above is

3 That is, the minimization of hrri, where the residual error r := L(') � bR 6= 0
and h...i is a sum over all i nodes in the domain.
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The actual algorithm:

Why preconditioning? ç problem stiffness; condition numbers & convergence rates; 
accuracy over a broad range of scales; reduced complexity (Skamarock et al., MWR, 1997)
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A simple realization of                      is the Richardson iteration (RI)                                         , with 
fixed pseudo-time step   ;             is realized by neglecting off-diagonal entries of     è polynomial 
preconditioner of limited value.  However, RI can be generalized to semi-implicit time stepping as 
well as Fourier or multigrid representation. Here we consider the former:

Z.P. Piotrowski and P.K. Smolarkiewicz Journal of Computational Physics 463 (2022) 111296

a generally effective elliptic solver must ultimately face some form of matrix inversion. Working with broadly understood 
ADI methods via the back door of preconditioning simplifies this task and makes it computationally feasible for large scale 
computing.

From the perspective of the classical Richardson iteration, the simplest realization of the εi = P−1
i (rν+1) operation in the 

GCR is

ε
µ+1
i = ε

µ
i + γ

(
P(εµ) − rν+1)

i , (16)

where γ is the fixed pseudo-time step, and µ numbers the subsequent iterates starting with ε0
i = 0 ∀i . In our implemen-

tation, the approximation P ≈ L is realized by neglecting all off-diagonal entries of L. Arguably (16) can be viewed as a 
polynomial preconditioner of L [2]. However, it is of limited value beyond providing a simple test option. Advanced options 
are required for more exacting computation.

In the context of all-scale atmospheric applications the key advancement is to decompose P into the horizontal Ph and 
the vertical P v components while treating the vertical part implicitly in µ. This modifies (16) into

ε
µ+1
i = ε

µ
i + γ

(
Ph(εµ) + P v(εµ+1) − rν+1)

i , (17)

and the subsequent tridiagonal inversion

ε
µ+1
i = (I − γ P v)−1

i

(
εµ + γ (Ph(εµ) − rν+1)

)
≡ (I − γ P v)−1

i r̂µ . (18)

In (18) I denotes the identity operator, and r̂µ is a shorthand for the modified explicit part of the problem at each µ
iteration. Furthermore, γ does not depend anymore on the vertical resolution, thus removing the major stiffness of prob-
lems formulated in thin shells. Historically, this particular preconditioner enabled the extension of the mesoscale EULAG to 
planetary scales [48]. Moreover, (17) formed a base for the spectral preconditioners [64,49], with the Fourier transformation 
in the horizontal admitting effectively fully implicit pseudo-time discretization of (17).

An alternative way of extending (17) to fully implicit discretization in µ, and thus further mitigating the dependence 
on γ , is to take the diagonal entry of P h also at µ + 1, in the spirit of Dufort-Frankel discretization. Denoting the diagonal 
coefficient of Ph by −D and exploiting D as the diagonal preconditioner of the semi-implicit scheme in (17) modifies the 
latter into

(Dεµ+1)i = (Dεµ)i + γ ∗(Ph(εµ) − D(εµ+1 − εµ) + P v(εµ+1) − rν+1)
i , (19)

where the relaxation term on the rhs effectively replaces the explicit diagonal term of Ph with the implicit one, and 
γ ∗ ∈ [0, ∞[. The corresponding tridiagonal inversion of (19) extends (18) to

ε
µ+1
i =

(
I − ϒP v)−1

i

(
εµ + ϒ

(
Ph(εµ) − rν+1)

)
≡

(
I − ϒP v)−1

i r̂µ , (20)

where ϒ = [D(1 + 1/γ ∗)]−1. In the limit of γ ∗ ↗ ∞, ϒ = 1/D , and (20) becomes equivalent to the block Jacobi precondi-
tioner [64]. The latter result, say εµ+1|γ ∗↗∞ , can be combined linearly with the result of the preceding iteration,

εµ+1 = ωεµ+1|γ ∗↗∞ + (1 − ω)εµ , (21)

with the standard weight ω ≈ 0.7. This implementation of (20) has been referred to as a weighted line Jacobi preconditioner 
[24].

Having circumvented the stiffness due to the vertical direction, the next useful step is to conquer the stiffness due to 
the convergence of the meridians towards the poles in the global models posed on regular lat-lon grids. This also can be 
derived from the Richardson iteration by means of the directional splitting with alternating implicit/explicit pseudo-time 
stepping, tantamount to the ADI approach. For example, using Ph = Px + P y and extending (17) as

ε
µ+1/2
i = ε

µ
i + γ̂

(
Px(εµ+1/2) + P v(εµ) − r̂µ)

i , (22)

ε
µ+1
i = ε

µ+1/2
i + γ̂

(
Px(εµ+1/2) + P v(εµ+1) − r̂µ)

i ,

forms the preconditioner akin to the Peaceman and Rachford [32] classical ADI scheme, with the corresponding tridiagonal 
inversions

ε
µ+1/2
i = (I − γ̂ Px)−1

i

(
εµ + γ̂ (P v(εµ) − r̂µ)

)
, (23)

ε
µ+1
i = (I − γ̂ P v)−1

i

(
εµ+1/2 + γ̂ (Px(εµ+1/2) − r̂µ)

)
.

Here, fractional indices refer to a portion of the preconditioner iteration, γ̂ is the pseudo-time step determined by the 
stability of the explicit direction y, and r̂µ ≡ P y(εµ) − rν+1.

Similarly, a fully three-dimensional ADI preconditioner akin to the unconditionally stable Douglas [8] scheme can be 
written as

8
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iteration. Furthermore, γ does not depend anymore on the vertical resolution, thus removing the major stiffness of prob-
lems formulated in thin shells. Historically, this particular preconditioner enabled the extension of the mesoscale EULAG to 
planetary scales [48]. Moreover, (17) formed a base for the spectral preconditioners [64,49], with the Fourier transformation 
in the horizontal admitting effectively fully implicit pseudo-time discretization of (17).

An alternative way of extending (17) to fully implicit discretization in µ, and thus further mitigating the dependence 
on γ , is to take the diagonal entry of P h also at µ + 1, in the spirit of Dufort-Frankel discretization. Denoting the diagonal 
coefficient of Ph by −D and exploiting D as the diagonal preconditioner of the semi-implicit scheme in (17) modifies the 
latter into

(Dεµ+1)i = (Dεµ)i + γ ∗(Ph(εµ) − D(εµ+1 − εµ) + P v(εµ+1) − rν+1)
i , (19)

where the relaxation term on the rhs effectively replaces the explicit diagonal term of Ph with the implicit one, and 
γ ∗ ∈ [0, ∞[. The corresponding tridiagonal inversion of (19) extends (18) to

ε
µ+1
i =

(
I − ϒP v)−1

i

(
εµ + ϒ

(
Ph(εµ) − rν+1)

)
≡

(
I − ϒP v)−1

i r̂µ , (20)

where ϒ = [D(1 + 1/γ ∗)]−1. In the limit of γ ∗ ↗ ∞, ϒ = 1/D , and (20) becomes equivalent to the block Jacobi precondi-
tioner [64]. The latter result, say εµ+1|γ ∗↗∞ , can be combined linearly with the result of the preceding iteration,

εµ+1 = ωεµ+1|γ ∗↗∞ + (1 − ω)εµ , (21)

with the standard weight ω ≈ 0.7. This implementation of (20) has been referred to as a weighted line Jacobi preconditioner 
[24].

Having circumvented the stiffness due to the vertical direction, the next useful step is to conquer the stiffness due to 
the convergence of the meridians towards the poles in the global models posed on regular lat-lon grids. This also can be 
derived from the Richardson iteration by means of the directional splitting with alternating implicit/explicit pseudo-time 
stepping, tantamount to the ADI approach. For example, using Ph = Px + P y and extending (17) as

ε
µ+1/2
i = ε

µ
i + γ̂

(
Px(εµ+1/2) + P v(εµ) − r̂µ)

i , (22)

ε
µ+1
i = ε

µ+1/2
i + γ̂

(
Px(εµ+1/2) + P v(εµ+1) − r̂µ)

i ,

forms the preconditioner akin to the Peaceman and Rachford [32] classical ADI scheme, with the corresponding tridiagonal 
inversions

ε
µ+1/2
i = (I − γ̂ Px)−1

i

(
εµ + γ̂ (P v(εµ) − r̂µ)

)
, (23)

ε
µ+1
i = (I − γ̂ P v)−1

i

(
εµ+1/2 + γ̂ (Px(εµ+1/2) − r̂µ)

)
.

Here, fractional indices refer to a portion of the preconditioner iteration, γ̂ is the pseudo-time step determined by the 
stability of the explicit direction y, and r̂µ ≡ P y(εµ) − rν+1.

Similarly, a fully three-dimensional ADI preconditioner akin to the unconditionally stable Douglas [8] scheme can be 
written as
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ε
µ+1/3
i = ε

µ
i + γ̂

[
Px({εµ,εµ+1/3}) + P y(εµ) + P v(εµ) − rν

]

i
, (24)

ε
µ+2/3
i = ε

µ
i + γ̂

[
Px({εµ,εµ+1/3}) + P y({εµ,εµ+2/3}) + P v(εµ) − rν

]

i
,

ε
µ+3/3
i = ε

µ
i + γ̂

[
Px({εµ,εµ+1/3}) + P y({εµ,εµ+2/3}) + P v({εµ,εµ+3/3}) − rν

]

i
.

Here, γ̂ depends on the coarsest direction, and {. , .} marks the arithmetic average of the two arguments. The corresponding 
tridiagonal inversions take the form:

ε
µ+1/3
i = (I − 0.5γ̂ Px)−1

i

[
εµ + γ̂

(
0.5Px(εµ) + P y(εµ) + P v(εµ) − rν)]

, (25)

ε
µ+2/3
i = (I − 0.5γ̂ P y)−1

i

[
εµ + γ̂

(
Px({εµ,εµ+1/3}) + 0.5P y(εµ) + P v(εµ) − rν)]

,

ε
µ+3/3
i = (I − 0.5γ̂ P v)−1

i

[
εµ + γ̂

(
Px({εµ,εµ+1/3}) + P y({εµ,εµ+2/3}) + 0.5P v(εµ) − rν)]

.

Notably, regardless of the intricacy of the formulae in (23) or (25), they all can be viewed as a particular implementation of 
the tridiagonal inversion in (18), namely

ε∗
i = (I − γ ∗P∗)−1

i r∗ , (26)

revealing the workhorse of all the above-specified, and other possible, preconditioners derivable from the Richardson itera-
tion.

The tridiagonal inversion (Thomas) algorithms for a compact three-point Laplacian with either Dirichlet or periodic 
boundaries can be found in textbooks; e.g., [40,63]. Their corresponding versions for a five-point Laplacian characteristic 
of collocated grids, with either Neumann or periodic boundaries, essentially follow the standard derivations. Technically 
the problem is pentadiagonal, but the two diagonals adjacent to the main are filled with zeros. In effect, the pentadiagonal 
problem appears as tridiagonal but posed on two intertwined twice-coarser grids. For substantiation, recall that the diagonal 
term of the pressure gradient, say of its vertical component ∼ Ck(ϕk+1 − ϕk−1), implies the preconditioner’s 1D Laplacian 
Pk ∼ [Ck+1εk+2 − (Ck+1 + Ck−1)εk + Ck−1εk−2]; where C marks a coefficient field and k is a directional index of the grid. 
The two intertwined grids are coupled at the Neumann boundaries by exploiting the zero-derivative of ε; cf. Appendix B in 
[52]. The periodic problem follows the derivation in §3.4 of [63]. The only essential difference with this standard derivation 
is the local linear problem for four, as opposed to two, unknown coefficients; see [63] Eq. (3.4.10) and the related discussion. 
In EULAG it is readily solved with the Cramer’s rule.

Mathematically our implementation of the highlighted suite of preconditioners follows the preceding presentation. How-
ever, some departures of the model code from the compact arrangement of the shown formulae are necessary for the sake 
of parallel efficiency. For example, to mitigate the common memory-bandwith bottleneck for stencil operations, the first 
iteration of the preconditioning schemes is greatly simplified by exploiting the implication ε0 = 0 ⇒ ∀η Pη(ε = 0) = 0. Fur-
thermore, to minimize new computations at each iteration, some elements of preceding iterations are stored and recycled 
wherever possible. Moreover, many common elements of various preconditioners are coded separately for the efficient use 
in their combinations and permutations.

The implicit problem in EULAG typically requires at least a few GCR iterations. Because the operator L is always constant 
in a given timestep,5 it is possible to precompute a significant portion of a forward step of the tridiagonal algorithm. There-
fore, each preconditioning procedure begins with precomputation of the rhs-independent part of the tridiagonal algorithm 
and auxiliary variables. This requires relatively large additional storage, which is however rarely an issue, at least on the 
modern CPU clusters. The parallel tridiagonal inversion, if implemented as the straightforward recurrence, suffers from the 
adverse load balance characteristics; i.e. only one core in the column may be active at the time. However, it is fairly easy 
to mitigate this problem if using two cores in vertical. With the given horizontal subdomain, for half of the gridpoints the 
forward tridiagonal sweep is then starting from one boundary while the remaining columns are evaluated from the forward 
sweep starting from the other boundary.

5. Results

5.1. Preamble

To substantiate the thesis on the all-scale utility of the advocated preconditioners, here we utilize established evolution-
ary test problems that cover a broad range of scales and complexities, both in terms of initial and boundary conditions 
as well as physical forcings. The first test is the planetary baroclinic instability [17,58], well studied theoretically and 
numerically. It idealizes life cycles of natural weather systems, and being naturally stiff, it benchmarks the advocated pre-
conditioners against the documented results. Moreover, when evaluated at the extended evolution range [61] it reveals 

5 For the anelastic PDEs in stationary coordinates it is also constant throughout the entire time integration.
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a generally effective elliptic solver must ultimately face some form of matrix inversion. Working with broadly understood 
ADI methods via the back door of preconditioning simplifies this task and makes it computationally feasible for large scale 
computing.

From the perspective of the classical Richardson iteration, the simplest realization of the εi = P−1
i (rν+1) operation in the 

GCR is

ε
µ+1
i = ε

µ
i + γ

(
P(εµ) − rν+1)

i , (16)

where γ is the fixed pseudo-time step, and µ numbers the subsequent iterates starting with ε0
i = 0 ∀i . In our implemen-

tation, the approximation P ≈ L is realized by neglecting all off-diagonal entries of L. Arguably (16) can be viewed as a 
polynomial preconditioner of L [2]. However, it is of limited value beyond providing a simple test option. Advanced options 
are required for more exacting computation.

In the context of all-scale atmospheric applications the key advancement is to decompose P into the horizontal Ph and 
the vertical P v components while treating the vertical part implicitly in µ. This modifies (16) into

ε
µ+1
i = ε

µ
i + γ

(
Ph(εµ) + P v(εµ+1) − rν+1)

i , (17)

and the subsequent tridiagonal inversion

ε
µ+1
i = (I − γ P v)−1

i

(
εµ + γ (Ph(εµ) − rν+1)

)
≡ (I − γ P v)−1

i r̂µ . (18)

In (18) I denotes the identity operator, and r̂µ is a shorthand for the modified explicit part of the problem at each µ
iteration. Furthermore, γ does not depend anymore on the vertical resolution, thus removing the major stiffness of prob-
lems formulated in thin shells. Historically, this particular preconditioner enabled the extension of the mesoscale EULAG to 
planetary scales [48]. Moreover, (17) formed a base for the spectral preconditioners [64,49], with the Fourier transformation 
in the horizontal admitting effectively fully implicit pseudo-time discretization of (17).

An alternative way of extending (17) to fully implicit discretization in µ, and thus further mitigating the dependence 
on γ , is to take the diagonal entry of P h also at µ + 1, in the spirit of Dufort-Frankel discretization. Denoting the diagonal 
coefficient of Ph by −D and exploiting D as the diagonal preconditioner of the semi-implicit scheme in (17) modifies the 
latter into

(Dεµ+1)i = (Dεµ)i + γ ∗(Ph(εµ) − D(εµ+1 − εµ) + P v(εµ+1) − rν+1)
i , (19)

where the relaxation term on the rhs effectively replaces the explicit diagonal term of Ph with the implicit one, and 
γ ∗ ∈ [0, ∞[. The corresponding tridiagonal inversion of (19) extends (18) to

ε
µ+1
i =

(
I − ϒP v)−1

i

(
εµ + ϒ

(
Ph(εµ) − rν+1)

)
≡

(
I − ϒP v)−1

i r̂µ , (20)

where ϒ = [D(1 + 1/γ ∗)]−1. In the limit of γ ∗ ↗ ∞, ϒ = 1/D , and (20) becomes equivalent to the block Jacobi precondi-
tioner [64]. The latter result, say εµ+1|γ ∗↗∞ , can be combined linearly with the result of the preceding iteration,

εµ+1 = ωεµ+1|γ ∗↗∞ + (1 − ω)εµ , (21)

with the standard weight ω ≈ 0.7. This implementation of (20) has been referred to as a weighted line Jacobi preconditioner 
[24].

Having circumvented the stiffness due to the vertical direction, the next useful step is to conquer the stiffness due to 
the convergence of the meridians towards the poles in the global models posed on regular lat-lon grids. This also can be 
derived from the Richardson iteration by means of the directional splitting with alternating implicit/explicit pseudo-time 
stepping, tantamount to the ADI approach. For example, using Ph = Px + P y and extending (17) as

ε
µ+1/2
i = ε

µ
i + γ̂

(
Px(εµ+1/2) + P v(εµ) − r̂µ)

i , (22)

ε
µ+1
i = ε

µ+1/2
i + γ̂

(
Px(εµ+1/2) + P v(εµ+1) − r̂µ)

i ,

forms the preconditioner akin to the Peaceman and Rachford [32] classical ADI scheme, with the corresponding tridiagonal 
inversions

ε
µ+1/2
i = (I − γ̂ Px)−1

i

(
εµ + γ̂ (P v(εµ) − r̂µ)

)
, (23)

ε
µ+1
i = (I − γ̂ P v)−1

i

(
εµ+1/2 + γ̂ (Px(εµ+1/2) − r̂µ)

)
.

Here, fractional indices refer to a portion of the preconditioner iteration, γ̂ is the pseudo-time step determined by the 
stability of the explicit direction y, and r̂µ ≡ P y(εµ) − rν+1.

Similarly, a fully three-dimensional ADI preconditioner akin to the unconditionally stable Douglas [8] scheme can be 
written as
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ε
µ+1/3
i = ε

µ
i + γ̂

[
Px({εµ,εµ+1/3}) + P y(εµ) + P v(εµ) − rν

]

i
, (24)

ε
µ+2/3
i = ε

µ
i + γ̂

[
Px({εµ,εµ+1/3}) + P y({εµ,εµ+2/3}) + P v(εµ) − rν

]

i
,

ε
µ+3/3
i = ε

µ
i + γ̂

[
Px({εµ,εµ+1/3}) + P y({εµ,εµ+2/3}) + P v({εµ,εµ+3/3}) − rν

]

i
.

Here, γ̂ depends on the coarsest direction, and {. , .} marks the arithmetic average of the two arguments. The corresponding 
tridiagonal inversions take the form:

ε
µ+1/3
i = (I − 0.5γ̂ Px)−1

i

[
εµ + γ̂

(
0.5Px(εµ) + P y(εµ) + P v(εµ) − rν)]

, (25)

ε
µ+2/3
i = (I − 0.5γ̂ P y)−1

i

[
εµ + γ̂

(
Px({εµ,εµ+1/3}) + 0.5P y(εµ) + P v(εµ) − rν)]

,

ε
µ+3/3
i = (I − 0.5γ̂ P v)−1

i

[
εµ + γ̂

(
Px({εµ,εµ+1/3}) + P y({εµ,εµ+2/3}) + 0.5P v(εµ) − rν)]

.

Notably, regardless of the intricacy of the formulae in (23) or (25), they all can be viewed as a particular implementation of 
the tridiagonal inversion in (18), namely

ε∗
i = (I − γ ∗P∗)−1

i r∗ , (26)

revealing the workhorse of all the above-specified, and other possible, preconditioners derivable from the Richardson itera-
tion.

The tridiagonal inversion (Thomas) algorithms for a compact three-point Laplacian with either Dirichlet or periodic 
boundaries can be found in textbooks; e.g., [40,63]. Their corresponding versions for a five-point Laplacian characteristic 
of collocated grids, with either Neumann or periodic boundaries, essentially follow the standard derivations. Technically 
the problem is pentadiagonal, but the two diagonals adjacent to the main are filled with zeros. In effect, the pentadiagonal 
problem appears as tridiagonal but posed on two intertwined twice-coarser grids. For substantiation, recall that the diagonal 
term of the pressure gradient, say of its vertical component ∼ Ck(ϕk+1 − ϕk−1), implies the preconditioner’s 1D Laplacian 
Pk ∼ [Ck+1εk+2 − (Ck+1 + Ck−1)εk + Ck−1εk−2]; where C marks a coefficient field and k is a directional index of the grid. 
The two intertwined grids are coupled at the Neumann boundaries by exploiting the zero-derivative of ε; cf. Appendix B in 
[52]. The periodic problem follows the derivation in §3.4 of [63]. The only essential difference with this standard derivation 
is the local linear problem for four, as opposed to two, unknown coefficients; see [63] Eq. (3.4.10) and the related discussion. 
In EULAG it is readily solved with the Cramer’s rule.

Mathematically our implementation of the highlighted suite of preconditioners follows the preceding presentation. How-
ever, some departures of the model code from the compact arrangement of the shown formulae are necessary for the sake 
of parallel efficiency. For example, to mitigate the common memory-bandwith bottleneck for stencil operations, the first 
iteration of the preconditioning schemes is greatly simplified by exploiting the implication ε0 = 0 ⇒ ∀η Pη(ε = 0) = 0. Fur-
thermore, to minimize new computations at each iteration, some elements of preceding iterations are stored and recycled 
wherever possible. Moreover, many common elements of various preconditioners are coded separately for the efficient use 
in their combinations and permutations.

The implicit problem in EULAG typically requires at least a few GCR iterations. Because the operator L is always constant 
in a given timestep,5 it is possible to precompute a significant portion of a forward step of the tridiagonal algorithm. There-
fore, each preconditioning procedure begins with precomputation of the rhs-independent part of the tridiagonal algorithm 
and auxiliary variables. This requires relatively large additional storage, which is however rarely an issue, at least on the 
modern CPU clusters. The parallel tridiagonal inversion, if implemented as the straightforward recurrence, suffers from the 
adverse load balance characteristics; i.e. only one core in the column may be active at the time. However, it is fairly easy 
to mitigate this problem if using two cores in vertical. With the given horizontal subdomain, for half of the gridpoints the 
forward tridiagonal sweep is then starting from one boundary while the remaining columns are evaluated from the forward 
sweep starting from the other boundary.

5. Results

5.1. Preamble

To substantiate the thesis on the all-scale utility of the advocated preconditioners, here we utilize established evolution-
ary test problems that cover a broad range of scales and complexities, both in terms of initial and boundary conditions 
as well as physical forcings. The first test is the planetary baroclinic instability [17,58], well studied theoretically and 
numerically. It idealizes life cycles of natural weather systems, and being naturally stiff, it benchmarks the advocated pre-
conditioners against the documented results. Moreover, when evaluated at the extended evolution range [61] it reveals 

5 For the anelastic PDEs in stationary coordinates it is also constant throughout the entire time integration.
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Fig. 1. Reference simulation with weighted line-Jacobi preconditioner (19)-(21). Isolines of surface θ ′ are shown after 8 simulated days on the horizontal 
subdomain [90, 270] × [0, 90] degrees. Solid/dashed contours correspond to positive/negative values, and zero contour lines are not displayed; the contour 
interval is 4◦K.

subtle behavioral errors (§III-A-23 in [40]) of discrete solvers. The second test problem is that of the tornadic storm, an es-
sentially nonhydrostatic extreme atmospheric phenomenon governed by intense vorticity dynamics and heavy precipitation 
[18,19]. Here, it demonstrates the utility of the Richardson preconditioners for moist compressible dynamics, where the rhs 
of the elliptic problem is supplied with thermodynamic forcings due to latent heat release and changes abruptly in time and 
space. The third test problem touches upon space weather by simulating an abstract MHD problem of the toroidal magnetic 
field evolving between two flapping membranes [57]. The gist of the problem is the solution of multiple, mathematically 
incompressible-type of elliptic BVPs in significantly time-dependent geometry. Altogether, the three problems benchmark 
the proposed preconditioners for the physical accuracy as well as the computational affordability.

5.2. Baroclinic instability

The implemented setup adopts the original test case of [17] as detailed in [58]. The selected ambient state assumes a 
dry, inviscid and adiabatic, deep atmosphere with two mid-latitude zonal jets symmetric about the equator and in the ther-
mal wind balance with the meridional temperature distribution. The initial condition includes zero pressure and potential 
temperature perturbations; whereas a localized zonal velocity perturbation centered at the 40◦N in the form of a simple 
exponential bell (tapered to zero in the vertical) excites the instability, leading to eastward propagating Rossby modes. After 
about 8 days of integration, the baroclinic wave steepens and forms sharp fronts in the lower troposphere, Fig. 1, whereas 
after 16 days the flow in the region of the northerly jet becomes more “turbulent”, Fig. 2. The results after 8 days are fairly 
regular and reasonably-well captured even at coarse resolutions. However after twice longer period, the analogous solutions 
evince sensitivity to the details of numerics as well as of the model resolution. Hereafter, we shall utilize the 16-day results 
to evaluate relative merits of various preconditioners.

Figs. 1 and 2 show the results of the reference simulation conducted on a 360 × 180 longitude-latitude grid. In the 
vertical, all simulations resolve the 23 km deep domain with 48 uniformly distributed grid-points. The result in Fig. 1
corresponds to those in Fig. 1 of [58] computed on the 128 × 64 grid; the departures between the present and the former 
results are verifiably due to the increased resolution of the present case. The defining aspect of the reference simulation is 
the weighted line Jacobi preconditioner (19)-(21). The results shown in Figs. 1 and 2 were computed on ten 36-core nodes 
of the NCAR supercomputer Cheyenne [16], distributed into a 24 × 15 × 1 processor array in the longitude, latitude and the 
vertical, respectively. The results per se do not significantly depend on the cores’ distribution, but the time to solution can. 
With the constant δt = 100 s, the 16-day reference simulation took ≈ 22 min, and 9/8 (on average per time step) GCR(4) 
iterations for the first/second outer iteration in the semi-implicit integrator of §3.2. Here the iterations are counted as a 
number of the Li(ε) evaluations on the entire grid.

Fig. 3 shows the 16-day result from identical simulation as in Figs. 1 and 2, except for the vertically implicit Richard-
son preconditioner (18) in lieu of (19)-(21). While the 8-day result (not shown) is close to that in Fig. 1, the differences 
between the 16-day solutions are conspicuous. In model intercomparisons, an early onset of the instability in the southern 
hemisphere has been perceived as an indicator of enhanced truncation errors [61].6 In the present case all model setups are 
identical except for the preconditioner of the elliptic solver. Moreover, as the two preconditioners are set analogously, the 

6 The physical excitation of the instability in the south, due to gravity waves radiating from the baroclinic eddies in the northern hemisphere, is gentle 
and can be easily accelerated by the discretization errors; cf. §5e in [17].
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Fig. 2. As in Fig. 1 but for the 16-day solution, displayed on the entire horizontal domain [0,360] × [−90,90] degrees with the contour interval 8◦K.

Fig. 3. As in Fig. 2 but for the basic vertically-implicit Richardson preconditioner (18).

key difference is in the extended implicitness of (19) to the horizontal directions, by means of the Dufort-Frankel pseudo-
time discretization. This enables much larger pseudo-time steps and effects in a better estimate of the solution error in 
large scales.7 The simulation highlighted in Fig. 3 is not only less accurate but also about twice slower than the reference 
simulation. The latter is worth noting but does not dismiss (18) from further considerations. The relative efficiency of the 
two preconditioners depends on various factors and, in particular, on the application at hand. We shall return to this point 
later in the paper.

Fig. 4 shows the 16-day results from the analogous simulations using the ADI preconditioners (23) and (25) that extend 
the implicitness of (18) to the zonal and zonal-meridional directions, respectively. The results shown in Fig. 4 were also 
computed on ten 36-core nodes of Cheyenne, but distributed into a 6 × 15 × 4 processor array. These 16-day simulations 
took, respectively, ≈ 20 and 30 min of the wall-clock time, with corresponding (average per time step) 14/8 and 15/8 
iterations of GCR(4) for the first/second outer iteration in the semi-implicit integrator of §3.2. At the first glance, the current 
results closely match that in Fig. 2, however a keen eye can readily detect a slower development of southern-hemispheric 
instability in Fig. 4; cf. §4 in [34] for further discussion.

To aid further discussion, Table 1 gathers select information on the performance of the evaluated preconditioners. Entries 
No. 0 to 5 highlight the performance of all preconditioners introduced in section 4.2, using a fixed number of processors 
with mildly optimized processor arrays. The impact of this optimization is illustrated by otherwise identical No. 2 and 3. 
Entries No. 3b and 4b correspond to No. 3 and 4 but exploit 1440 processors. While No. 0-4b use the same grid and time 
step (specified earlier), the fourfold denser horizontal grid and twice smaller time step are used in No. 3c and 4c.

7 The impact of (21) is minor, as the reference run with ω = 1 essentially reproduces the result of Fig. 2.
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results closely match that in Fig. 2, however a keen eye can readily detect a slower development of southern-hemispheric 
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No. 0 to 5 highlight the performance of all preconditioners introduced in section 4.2, using a fixed number of processors 
with mildly optimized processor arrays. The impact of this optimization is illustrated by otherwise identical No. 2 and 3. 
Entries No. 3b and 4b correspond to No. 3 and 4 but exploit 1440 processors. While No. 0-4b use the same grid and time 
step (specified earlier), the fourfold denser horizontal grid and twice smaller time step are used in No. 3c and 4c.

7 The impact of (21) is minor, as the reference run with ω = 1 essentially reproduces the result of Fig. 2.
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Weighted line-Jacoby reference preconditioner, 16-day simulation, on 
the entire horizontal domain [0,360]x[-90,90] deg, contour interval 8 K

As above, but for the vertically-implicit Richardson preconditioner. 
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Fig. 4. As in Figs. 2 and 3 but for the ADI preconditioners (23) and (25), in the top and bottom panels, respectively.

Table 1
Performance of selected preconditioners.

No. Preconditioner Equations Processors Iterations WCT [min]
0 none P = I 24 × 15 × 1 89/40 56
1 Richardson impl. in z (18) 24 × 15 × 1 28/14 43
2 Jacobi impl. in xyz (19)-(21) 24 × 15 × 1 9/8 22
3 Jacobi impl. in xyz (19)-(21) 6 × 15 × 4 9/8 19
4 ADI impl. in xz (23) 6 × 15 × 4 14/8 20
5 ADI impl. in xyz (25) 6 × 15 × 4 15/8 30
3b Jacobi impl. in xyz (19)-(21) 12 × 30 × 4 9/8 8
4b ADI impl. in xz (23) 12 × 30 × 4 15/8 9
3c Jacobi impl. in xyz (19)-(21) 12 × 30 × 4 12/9 54
4c ADI impl. in xz (23) 12 × 30 × 4 8/4 40

Insofar as the performance is concerned, the most competitive in terms of the elliptic solver efficacy is the zonally-
vertically implicit ADI (No. 4). While fully implicit ADI (No. 5) is equally accurate, it is about 50% more expensive in terms 
of the wall-clock time (WCT). The reference, weighted line-Jacobi, preconditioner (No. 2 and 3) is competitive in terms of 
WCT but less accurate than the zonally-vertically implicit ADI (No. 4). The reference preconditioner can be made equally 
accurate—verifiably, by specifying a tighter convergence criterion in the GCR exit condition—but then it becomes significantly 
more expensive than the ADI. The entries No. 2 and 3 illustrate a weak dependence of WCT on a reasonable processor 
distribution. The additional entries No. 3b-3c, and 4b-4c highlight the performance of the two competitive preconditioners 
on the number of processors. The entries No. 3b and 4b show significant reduction of WCT, compared to their respective 
entries No. 3 and 4, with increasing number of processors. The entries No. 3c and 4c use 720 × 360 grid in x and y, but also 
a twice smaller time step. In effect, the twice larger WCT of the entry No. 4c compared to No. 4 evidences the anticipated 
weak scaling, outperforming the reference preconditioner No. 3c in terms of WCT as well as the accuracy (the latter not 
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As in the preceding slide, but for xz & xyz ADI preconditioners; 
cf. the reference preconditioner. 
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a twice smaller time step. In effect, the twice larger WCT of the entry No. 4c compared to No. 4 evidences the anticipated 
weak scaling, outperforming the reference preconditioner No. 3c in terms of WCT as well as the accuracy (the latter not 

12

0-5 the same 360-180 resolution and the same 360 PE.
3b-4b the same 360-180 resolution but  4xPE of 3-4.
3c-4c 720-360 resolution, dt=50s, and 4PE as in 3b-4b.
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Fig. 5. As in the bottom panel of Fig. 4 but for simulation using deformed lower boundary in the form of the Earth orography. Initial distribution of θa is 
shown in the top panel, whereas the 16-day solution for the full θ(= θa + θ ′) is shown in the bottom panel.

shown, as it resembles No. 5 and 4 outperforming No. 3 or 2). Still, these additional experiments are not meant to argue the 
quality of scaling, but are mostly provided for further reference, similarly like entry No. 0 for the unpreconditioned solver.

The baroclinic instability benchmark epitomizes one of the key mechanisms underlying planetary weather. Nonetheless, 
compared to weather it is overly simple, circumventing many complexities inherent in all-scale atmospheric models. To 
assess the performance of the advocated preconditioners in more realistic flow problems, we replace the smooth initial 
excitation (cf. the opening paragraph of this section) with a lower boundary forcing due to real orography of the Earth. The 
top panel of Fig. 5 shows the distribution of the ambient potential temperature θa , precisely the same as in the preceding 
simulations, but seen along the deformed surface of the Earth. The color scale from white to dark gray corresponds to θa
increasing from, approximately, 240 K to 330 K in 10 K increments. Consequently, the figure shows the poleward distribution 
of θa with colder poles and warmer equator as well as the stable stratification in the vertical reflected by darker colors in 
the mountainous areas.

The bottom panel of Fig. 5 shows the 16-day solution equivalent to that summarized in the bottom panel of Fig. 4 and 
entry 5 of Table 1. Apart from the orographic forcing the only difference between the current and the preceding run is the 
twice smaller time step, δt = 50 s. This simulation was also repeated for the equivalent of entries 3 and 4 in Table 1 as 
well as of entries 0 and 2 but using the 6 × 15 × 4 processor distribution. Qualitatively, the calculations with the line Jacobi 
and the two ADI preconditioners (entries 3t-5t in Table 2) produce the same global flow pattern with some differences in 
local details. This contrasts with the results summarized in the entries 0t and 1t of Table 2 that are closer to each other but 
visibly depart from the 3t-5t results. Unlike in the case of the baroclinic instability, there is no simple way to judge which 
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As in bottom panel of the preceding figure (ADI xyz), but along the 
surface orography, dt= 50 s; left the initial condition, right 16-day result.
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Table 2
Supplement of Table 1; orographic forcing.

No. Preconditioner Equations Processors Iterations WCT [min]
0t none P = I 6 × 15 × 4 81/62 75
1t Richardson impl. in z (18) 6 × 15 × 4 19/15 65
3t Jacobi impl. in xyz (19)-(21) 6 × 15 × 4 8/6 35
4t ADI impl. in xz (23) 6 × 15 × 4 14/5 30
5t ADI impl. in xyz (25) 6 × 15 × 4 14/5 64

Fig. 6. Reference simulation with line-Jacobi preconditioner (19)-(21): left panel, isolines of vertical velocity with contour interval 2 [m/s]; right panel, 
isolines of rain water mixing ratio with contour interval 1 [g/kg]. In both panels zero contour lines are not shown. The results are displayed after 2 h of 
simulated time, at the elevation z ≈ 5 km in a subdomain ≈ [−37, +37] × [−37, +37] km2 of the xy domain [−167, 167] × [−83.5, 83.5].

solutions are more accurate. The estimates of the solution error 〈(P−1(r))2〉 at the exit from the solver (normalized by 
their entry values) vary as 0.8e-05, 1.0e-05, 0.6e-05, 0.2e-06, and 0.1e-06, respectively for the 0t, 1t, 3t, 4t, and 5t entries, 
possibly hinting accuracy gains with more advanced preconditioners. Insofar as the computational efficacy is concerned, 
the zonally-vertically implicit ADI (entry 4t) is now an undisputable winner. Taking into account that the orographically 
forced simulations are performed with half of the time step, the wall-clock times in the ballpark correspond to those in 
Table 1. Regardless of the highlighted similarities and differences between various entries of Table 2, the present results are 
diametrically different from the baroclinic instability benchmark, in that they resemble the observed global circulation with 
westerly/easterly winds in mid/equatorial latitudes. Numerics-wise, these calculations involve much more intricate linear 
problem due to presence of the metric coefficients related to the terrain-following coordinates.

5.3. Tornadic storm splitting

The performance of the Richardson preconditioners is further illustrated in an idealized scenario of severe mesoscale 
weather. The classical problem of a supercell thunderstorm simulates evolution of tornadic storms governed by intense vor-
ticity dynamics and heavy precipitation [18,19]. It is distinct from the preceding example, in that it addresses an essentially 
nonhydrostatic dynamics with complex thermodynamic forcings. This problem has been extended [20] to the reduced-size 
planet framework of [70], and became a standard benchmark for global model intercomparisons [65]. Here we follow the 
setups detailed in [60], but reformulate them back to the Cartesian domain [18,19] to not obscure the physical complexity of 
the problem with intricacies of geometry, already addressed in the preceding section. A controlled simulation of the archety-
pal supercell evolution is regardless challenging, because large latent heat release and the associated flow response occur 
at the finest scales and disturb the coherence of resolved motions important for the storm evolution. Consequently, results 
of such simulations can be sensitive to initial/boundary conditions and details of model numerics [23,60]. Typically such 
sensitivities are mitigated with explicit viscosity and diffusion, aiming to assure a well-posed and numerically-resolvable 
problem [18,23,20]. In interest of capture a broader range of scales, here we dispense with the constant viscosity of the 
original [18,20] setup and utilize the implicit large-eddy-simulation (ILES) [14] experiment of [60], namely the simulation 
MpW1V0 illustrated in their Fig. 6 and highlighted in our Fig. 6.

Fig. 6 shows the final results of the reference simulation in the 334 × 167 × 20 km3 Cartesian domain, resolved with 
720 × 360 × 48 xyz regular grid. The 2 h temporal span of the simulation is resolved with uniform δt = 3 s. Here the 
boundary conditions are open in x, periodic in y and impermeable/open in z at the bottom/top boundaries. The spheroidal 
initial perturbation of maximal value 3 K in the center located 1.5 km above the lower boundary as well as the ambient 
wind, potential temperature, and water vapor mixing ratio profiles all correspond to those in [60]. The present results match 

14
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MpW1V0 illustrated in their Fig. 6 and highlighted in our Fig. 6.

Fig. 6 shows the final results of the reference simulation in the 334 × 167 × 20 km3 Cartesian domain, resolved with 
720 × 360 × 48 xyz regular grid. The 2 h temporal span of the simulation is resolved with uniform δt = 3 s. Here the 
boundary conditions are open in x, periodic in y and impermeable/open in z at the bottom/top boundaries. The spheroidal 
initial perturbation of maximal value 3 K in the center located 1.5 km above the lower boundary as well as the ambient 
wind, potential temperature, and water vapor mixing ratio profiles all correspond to those in [60]. The present results match 

14

Reference ILES with line Jacoby preconditioner: vertical velocity w with contour interval 2 m/s (left), isolines of rainwater 
mixing ratio with contour interval 1 g/kg. The results are displayed after 2h simulation time at the elevation z ≈ 5km.
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Table 3
Performance of selected preconditioners.

No. Preconditioner Equations Processors Iterations WCT [min]
0 none P = I 24 × 15 × 1 4/3 14
1 Richardson impl. in z (18) 24 × 15 × 1 3/3 16
2 Jacobi impl. in xyz (19)-(21) 24 × 15 × 1 3/3 17
3 ADI impl. in xz (23) 24 × 15 × 1 3/3 18
4 ADI impl. in xyz (25) 24 × 15 × 1 3/3 22

those in [60] reasonably close, especially that the latter were conducted on a volume-wise similar spherical shell discretized 
in the horizontal with an quasi-uniform unstructured mesh. From the physical perspective, noteworthy is the severity of 
the simulated phenomena. The maximal and minimal values of the vertical velocity in the left panel are, respectively, 32 
and -12 m/s (115.2 and -43.2 km/h). The maximal rain water mixing ratios in the right panel are 14 g/kg, corresponding to 
downdrafts of O(103) mm/h precipitation rates.

Table 3 gathers key information on the performance of the evaluated preconditioners. Importantly, regardless of the se-
lected preconditioner, the results shown in Fig. 6 are basically the same for all tested preconditioners. In contrast to the 
baroclinic results, the message conveyed in the present case is that the simpler the preconditioner the more effective is 
the solver. In that all considered forms of the elliptic solver are sufficiently accurate. The differences between the perfor-
mance of different preconditioners as well as the P = I are relatively undramatic, especially from the perspective of basic 
research. Outstandingly, the unpreconditioned GCR solver performs the best—in sheer contrast to the baroclinic instability 
problem—demonstrating that vanilla Krylov solvers are powerful tools for reasonably conditioned problems, regardless of 
the complexity of linear operators and the right-hand-sides.

The present example uses grid of the same size as that in the baroclinic-instability runs 3c and 4c of Table 1. However, 
the elliptic solver performs considerably better in the present case. This illustrates the significance of the problem condi-
tioning in the spectral sense; recall 5th paragraph of Introduction. In the baroclinic instability benchmark the ratio of the 
longest to the shortest wavelength supported on the grid is ∼ 4 · 104 (≈ 4 · 104 km/1 km), whereas the same ratio for the 
tornadic storm is ≈ 4 · 102. While these heuristic estimates can be formally refined—according to the actual discretization 
and the spectral composition of the governing elliptic problem L(ϕ) − R̂ = 0—they already foretell large discrepancies in 
the algebraic condition numbers κ and solver performances for the physics at hand.

5.4. MHD flow in time-dependent geometry

The final test repeats the simulation of the inviscid adiabatic flow induced by the flapping vertical boundaries of the 
domain, thus deforming an embedded toroidal magnetic field. This test, originated in [57], extends to ideal MHD the hydro-
dynamic setup of [68]. Here, the fluid equations are anelastic—taken in the incompressible Boussinesq limit—and thus much 
simpler than the compressible equations employed in the two preceding tests. In particular, the elliptic Helmholtz problem 
(14) reduces to a Poisson problem reminiscent of (13). On the other hand, the current case features transient geometry with 
large amplitude of variability, thus complicating the elliptic problem with multiplicity of evolving metric coefficients. On 
the physics side, the momentum equation is supplied with the Lorentz force, in essence ∝ (B · ∇)B, where the vector of the 
magnetic field B satisfies the induction equation, dB/dt = (B · ∇)u, for the case at hand. As the magnetic field is by nature 
solenoidal, the solution of the induction equation engenders yet another elliptic Poisson problem, whose role is to clean the 
residual divergence of B arising due to truncation errors of the solution procedure. While this procedure principally follows 
that outlined in §3, the interested reader is referred to [57] for a full exposition.

The flow is forced by oscillating impermeable free-slip bottom, zb , and top, zt , boundaries that are flat everywhere except 
for

zb(r(x, y), t) = zs0 cos2 (πr/2L) sin (2πt/T ) if r/L ≤ 1 , (27)

and zt(x, y, t) = H0 − zs(x, y, t); here H0 is the depth of the stagnant domain. In (27) r =
√

x2 + y2; whereas T , zs0 and 
L denote the oscillation period, amplitude, and the membrane half-width, respectively. In the absence of MHD effects the 
flow is potential, forced by the normal velocity of the oscillating boundaries (§2.2 of [68]). The lateral boundaries are open, 
responding to the vertical boundary forcing, with uniform (by assumption) time dependent inflow or outflow, the velocity of 
which is determined from the integrability condition of the elliptic Poisson problem at each model timestep. The magnetic 
field embedded in the flow is specified at t = 0 as

Bx(x, y, z,0) = −B0
y
l

exp(−(R/l)2) , (28)

B y(x, y, z,0) = B0
x
l

exp(−(R/l)2) ,

Bz(x, y, z,0) = 0 ,

where R =
√

x2 + y2 + (z − 0.5H0)2, l = 0.25L. At the upper and lower boundaries B · n|zb(x,y,t) = B · n|zt (x,y,t) = 0 is as-
sumed; and similarly at the lateral boundaries, so the integrability condition for the elliptic Poisson problem for the 
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Remark: The same grid (re DOF) as in the baroclinic-instability runs 3c and 4c of Table 1, but the solver performs much better. è
The significance of the problem conditioning in the spectral sense. For the baroclinic instability the ratio of the longest to the shortest 
wavelength supported on the grid is ∼ 4 · 104 (≈ 4 · 104 km/1 km), while the same ratio for the tornadic storm is ≈ 4 · 102 . These 
heuristic estimates can be formally refined, but they already hint large discrepancies in the algebraic condition numbers κ and solver 
performances for the physics at hand. 
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Fig. 7. Reference MHD simulation for B0 = 0.5 · 10−2; B y component and the velocity vectors are shown in the central xz plane at t = 0, 0.25T , 0.75T
from top to bottom, with respective contour intervals 0.1012 · 10−3, 0.1310 · 10−3 and 0.0893 · 10−3; the maximal arrow lengths correspond to 0.58, 0.00, 
and 0.01 velocities.

divergence cleaning is satisfied a priori. In the SI units the magnetic permeability is set to unity, and the computational 
domain Lx × Ly × H0 = [−2.5, 2.5] × [−2.5, 2.5] × [0, 4], T = 17.28, zs0 = 1.6, and L = zs0, respectively. The computational 
domain consists of 152 × 152 × 120 grid, in the horizontal and the vertical, respectively, and δt = 0.036. All calculations use 
the 8 × 8 × 2 processor distribution.

Fig. 7 highlights the results of the reference simulation, with the line Jacobi preconditioner, for the weak magnetic field 
with B0 = 0.5 · 10−2. The top panel shows the initial condition as well as the solution after t = 0.5T and t = T , because for 
the weak magnetic field these results are practically indistinguishable, although the flow vectors are reversed at t = 0.5T . 
The central and bottom panels show the solution at t = 0.25T and t = 0.75T for the two extreme displacements of the 
boundaries. Analytically, the flow should vanish for these extreme boundary displacements, whereupon the residual flow 
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Reference MHD simulation, B0=0.5e-2; By component and the velocity vectors shown in 
the central xz plane at t=0, 0.25 T, 0.75 T from the top to bottom, with respective contour 
intervals 0.1012 e-3, 0.1310 e-3 and 0.0893 e-3; the maximal arrow lengths correspond to 
0.58, 0.00, and 0.01 velocities.
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Table 4
Performance of selected preconditioners for weak field simulations.

No. Preconditioner Equations Iterations u Iterations B WCT [min]
0 none P = I 59/3 3/3 6
1 Richardson impl. in z (18) 22/3 3/3 5
2 Jacobi impl. in xyz (19)-(21) 25/3 3/3 5
3 ADI impl. in xz (23) 29/3 3/3 6
4 ADI impl. in xyz (25) 24/3 3/3 8

vectors correspond to round-off, truncation and display errors. The key aspect of the associated Table 4 is merely the cost-
effectiveness of the tested preconditioners, because all the corresponding results are hardly distinguishable from those for 
the reference simulation highlighted in Fig. 7. The calculations were also repeated for a strong field with B0 = 0.5. Although 
their results are visually more spectacular because of the magnetic reconnections (cf. Fig. 3 in [57]), they do not alter the 
conclusions of the weak-field simulations.

6. Concluding remarks

A key achievement of the reported work is a demonstration that the same Krylov solver performs robustly throughout 
a huge range of scales and physical scenarios characteristic of all-scale atmospheric models, regardless of their complexity. 
Moreover, when supplied with a suite of adequate preconditioners, it can maintain comparable computational efficiency 
for all scale problems. The proposed suite of Richardson preconditioners comprises select elliptic solvers, from simple and 
cheap to complicated and expensive, but still reduced compared to the governing elliptic problem of the all-scale model. 
Equipped with the suite, the steering Krylov solver becomes a universal tool adaptable to a broad range of different tasks 
posed to research models. This is a different scenario from the pursuit of a sole “super-preconditioner” with capabilities of 
a universal solver. The present results indicate that a super-preconditioner comes at substantial computational expense. For 
many problems (in Cartesian spaces) the present results show that a greatly reduced preconditioner is a better choice.

The advocated suite of Richardson preconditioners includes well known iterative elliptic solvers such as basic Richardson, 
weighted block Jacobi and alternating-direction-implicit (ADI) algorithms, introduced as distinct approaches in the majority 
of textbooks. Organizing them under the concept of the Richardson schemes is theoretically justified and can be practically 
advantageous insofar as the computer programming is concerned. Having coded a preferred Krylov solver assuming an 
arbitrary left preconditioner, it is educational and relatively easy to start with the elementary Richardson scheme, which 
can be useful in some applications, and then expand it gradually towards the more complicated options. The essential 
difficulty in developing the suite, is not in coding each of its members, but in mastering the parallel tridiagonal inversions 
with Neumann and periodic boundaries.

All the considered preconditioners include internal parameters that can be used for tuning the performance; namely the 
pseudo-time step and the number of iterations, both fixed for each simulation. To keep the comparison of various precondi-
tioners compact and meaningful, we adopted herein a simple rule: the pseudo-time step is determined by the convergence 
of the iteration process, while the number of iterations is reduced to a necessary minimum. The latter can be particularly 
important for the ADI algorithms that invert precisely an approximation of the operator in the governing elliptic problem. 
When this approximation is overly coarse, it can lead to competition between the preconditioner and the steering Krylov 
solver, waste of the resources and even stalling of the whole solver [49]. In this paper, both ADI algorithms used a single 
pass through the matrix inversion procedure, whereas all other schemes used two complete iterations. Furthermore, for the 
sake of compact and meaningful comparisons, we kept the processor distribution fixed in each group of intercomparisons. 
Obviously, in actual applications both the setup of the preconditioner iterations and the processor distribution would be 
optimized for the case at hand.

Apart from tuning preconditioners, GCR(k) itself is tunable via the ε parameter in the exit condition of the algo-
rithm in §4.1. While convergence close to machine precision is the lofty limit for iterative procedures, for highly non-
linear atmospheric applications with limited window of predictability the physics based criteria are used in practice 
[42,46]. For the compressible equations the norms of the residual errors are related to the physical flow divergence, 
‖ r ‖∞< ε ‖ ρ−1 Div(ρu) ‖∞ [42], whereas for the systems with divergence constraints the residual errors are measured 
against the flow (or magnetic field) magnitude, δt ‖ r ‖∞< ε C where C is an advective or Alfvén-wave Courant number 
[46,57]. In either case the stopping criteria are stringent. In all compressible simulations discussed so far, the allowed short-
est time scale of the residual errors is thousandfold of that due to physical compressibility, whereas for the divergence free 
problems, it is set at 105 of the time scale of physical displacements. This level of stringency has been found sufficient in a 
wealth of simulations with the EULAG model. However, relaxing ε shows yet another facet of the suite of preconditioners.

In simulations 3t-5t of Table 2, increasing ε by the factor of 10 has no significant impact on the results per se. However, 
it reduces their respective wall-clock times from 35 to 25, 30 to 26 and 64 to 36 min (i.e., by 29, 13, and 44%), while 
decreasing the iterations from 8/6 to 3/3 and 14/5 to 4/3 in both ADI cases. On the other hand, the same reduction of 
ε for the entries 0t and 1t has a dramatic impact, as it leads to the solution blowup after 9 days. This shows that the 
solution reliance on the stringency of the stopping criterion diminishes with increasing implicitness of the preconditioners, 
tantamount to the degree of directness in their inversions. Arguably, it reflects the efficacy of the more advanced schemes 
in preconditioning a broader range of spectral scales. It also adds substance to earlier statements about the dependency of 
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Conclusions:

✅ GCR(k) solver with a suite of the Richardson preconditioners maintains computational efficacy for all scale 
problems and becomes a universal tool for a broad range of complex tasks. This universality owes to the 
increased accuracy in large scales (see❗below).  Our approach differs from the pursuit of a sole “super-
preconditioner” with capabilities of a universal solver (e.g., spectral or multigrid).

Organizing classical stationary solvers under the idea of Richardson iteration is theoretically justified and 
practically advantageous for programming. The difficulty in developing the suite, is not in coding its members, but 
in mastering the parallel tridiagonal inversions with Neumann and periodic boundaries. 

Our preconditioners include free parameters: the pseudo-time step, and the number of iterations. The pseudo-
time step is determined by the convergence of preconditioner iterations, while the number of iterations is reduced 
to a necessary minimum. Here, both ADI algorithms used a single pass through the matrix inversion, whereas 
other schemes used two complete iterations. The task distribution was fixed in each group of intercomparisons. In 
practice, the preconditioners’ setups are optimized for the case at hand. 

GCR(k) is tunable via the exit condition. The physics-based criteria are used in practice: e.g., 103 and 105  for the 
allowed shortest time scales of the residual errors compared the time scales of physical compressibility and 
physical displacements, respectively, in compressible and soundproof applications. 

❗ In entries 3t-5t of Table 2, relaxing tenfold the exit criteria had no impact on the results, but considerably 
reduced the respective wall-clock times. The same relaxation in 1t and 2t entries lead to the solution blowup after 
9 days, showing the solution’s reliance on the stringency of the stopping criterion diminishing with increasing 
implicitness of the preconditioners. This reflects the efficacy of the more advanced schemes in preconditioning a 
broader range of spectral scales. It also illuminates the dependency of the preconditioners’ efficacy on the case at 
hand and attests to the utility of the entire suite.


