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Surface Tension and Interfacial Phenomena

John Bush, MIT

• The 'unhappy' molecules cause tension at the 
interface

• Tries to minimize the surface area

• Becomes significant as size gets smaller

• Responsible for a wide range of natural phenomena
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Examples
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Atomization

Splash

Blood 
cells 

Droplet microfluidics



Multiphase Systems
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interface moving 
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Multiphase Flows: Particle-Resolved Simulations

Common Features:
• Several phases flow together

• Phases are separated by a moving and 
deforming interface

• The physics is well described by the 
continuum theories

• Properties change discontinuously across 
the interface

• Fluids may be Newtonian or Non-Newtonian

• Fluids are assumed to be incompressible
• Full flow equations are solved numerically 

inside and outside the drop

ρo ,μo , λo

ρi , μi , λi

drop

ambient fluid

σ

Mean Free Path 
(Deen, 1998)
Liquids ~ 0.3 nm
Gases ~ 100 nm



Mathematical Formulation
Flow equations: One-Field Formulation

Body force due to 
surface tension

𝜕𝒖
𝜕𝑡 + ∇ & 𝜌𝒖𝒖 = −∇𝑝 + ∇ & 𝜇 ∇𝒖 + ∇!𝒖 + 𝒈∆𝜌 + .

"
𝜎 Γ 𝜅𝒏 + ∇#𝜎 Γ 𝛿 𝒙 − 𝒙$ 𝑑𝐴

∇ & 𝒖 = 0

Define an indicator function:

Set the material properties everywhere:

𝜌 = 𝐼𝜌% + 1 − 𝐼 𝜌&
𝜇 = 𝐼𝜇% + 1 − 𝐼 𝜇&

𝐼 = :1 inside
0 outside



Front-Tracking Method

• Flow equations are 
solved on the Eulerian
grid

• The Lagrangian grid 
used to track the interface 
and is dynamically 
restructured, i.e., small 
elements are deleted and 
large elements are split.
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Stationary Eulerian Grid

Front

Marker
Point

Lagrangian
Grid

Fluid Ι 

Fluid ΙΙ Front
  Element

Unverdi & Tryggvason, JCP, (1992)
Tryggvason et al. JCP, (2001)Thickness of interface ~ Mean free path (𝜆)



Extending to 3D
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pointers to corner 
(marker) points

pointers to 
adjacent elements

• Points and elements are stored in a 
linked list

• Only the coordinates are stored for the 
points

• The elements have pointers to the 
points and the adjacent elements

Tryggvason et al. JCP, (2001)



Validation: Buoyancy-Driven Rising Drops in a Constricted Channel

Hemmat & Borhan (1996) reported  critical non-dimensional drop size
as 0.85 which compares well with our value of 0.87

Computational setup and 
grid.  (Olgac et al. 2006)



Power of Computations

(Left)The drop shapes, the velocity field and pressure contours in the vicinity of 
the DEGG12, κ=0.92 drop. (Right) Comparison with the experimental data.

Olgac et al. 
(2006)
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Modelling Multiphysics Effects

Phase Change

M. Irfan and M. Muradoglu, “A Front Tracking Method for Direct Numerical Simulation of Evaporation 
Process in A Multiphase System”, Journal of Computational Physics, 337:132-153(2017)

M. Irfan and M. Muradoglu, “A front-tracking method for particle-resolved simulation of evaporation and 
combustion of a fuel droplet", Computers&Fluids, 174:283-299 (2018)



Droplet Evaporation
Spray Combustion

http://www.rocketlab.t.u-
tokyo.ac.jp/member/inoue/chih
ilab_eng.html

Pattern Formation

Coffee Ring Effect, Deegan et al., Nature (1997) 

Caglar et al. (2024)



Governing Equations
Continuity Equation

Momentum Equation

Energy Equation

Species Mass Fraction

M. Irfan and M. Muradoglu, JCP, (2017)
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Governing Equations
Continuity Equation

Momentum Equation

Energy Equation

Species Mass Fraction
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Temperature Gradient Driven Phase Change
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Species Gradient Driven Phase Change
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𝑑!-Law – Validation

Close to only 1st

order accuracy in 
space!

𝑑𝑑3

𝑑𝑡 = −
8𝜌%𝐷*
𝜌$

𝑙𝑛 1 + 𝐵
𝑙𝑛 𝑑+4'/𝑑

Analytical Solution:

148 M. Irfan, M. Muradoglu / Journal of Computational Physics 337 (2017) 132–153

Fig. 16. (a) Comparison of the two strategies for implementing vapor mass fraction boundary condition at the interface. The global mass conservation error 
is plotted at various grid resolutions demonstrating the grid convergence. The strategy 3.3.2 shows lesser errors as compared to the strategy 3.3.1. (b) The 
global mass error is plotted against the normalized grid sizes for 20% and 40% droplet mass evaporation for strategy 3.3.2 displaying the spatial order of 
accuracy greater than 1. DBT = 313 K and RH = 10%.

The computational results approach the analytical solution as the grid is refined, which shows that our model is grid con-
vergent and precisely computes the convective and diffusive mass transfer components. For high values of mass number B , 
i.e., high evaporation rates, much finer grid resolutions are required to reach the analytical values which is expected and 
self explanatory.

4.2.2. Validation test – 2: Temperature comparison with psychrometric chart values
For this test case, the computational setup consists of a liquid droplet of initial diameter do = 0.25 mm held stationary 

at the center of a 1 × 1 mm2 domain. Initially, the temperature (dry bulb temperature) is the same throughout the domain 
and the phase change occurs due to the species gradient at the interface resulting in a low temperature at the interface. 
This goes lower and lower as evaporation proceeds until a steady state temperature condition is attained at the interface, 
called the wet bulb temperature. The liquid droplet also comes into equilibrium with the wet bulb temperature. This wet 
bulb temperature is a function of the dry bulb temperature (DBT) and the relative humidity (RH) in the air. The Dirichlet 
boundary conditions are specified at the domain boundaries for both the temperature and the vapor mass fraction, i.e., T g
and Y vap , respectively. Y vap can be computed as Y vap = ωh/(1 + ωh), where ωh is the humidity ratio which is a function of 
dry-bulb temperature and relative humidity; and can be read from a psychrometric chart. At the interface, the vapor mass 
fraction boundary condition Y "

vap may be specified using any of the strategies discussed in Sections 3.3.1 or 3.3.2. Both of 
these are first compared for the global mass conservation for the case with DBT =313 K and RH =10%. The physical prop-
erties of air and water are used for all the following cases unless otherwise stated except for the liquid density ρl which is 
taken as 10 kg/m3. kl is modified accordingly to obtain the thermal diffusivity value αl for water. do and d2

o/Dα are selected 
as the length and the time scales, respectively, for all the cases related to the static droplet evaporation. The comparison 
shown in Fig. 16(a) suggests that, for the same grid size, the adsorption layer concept of distributing mass flux in the im-
mediate outer vacinity of the interface and then adding as source term (Section 3.3.2) results in better mass conservation as 
compared to directly imposing Y "

vap as the interface boundary condition for species mass fraction (Section 3.3.1). However, 
for both the methods, the trends of global mass conservation error clearly show the grid convergence on grid refinement. 
Fig. 16(b) shows the global mass conservation error plotted against the non-dimensional grid size for the strategy 3.3.2. Two 
sets of data points are used corresponding to 20% and 40% mass losses during the droplet evaporation. The spatial order of 
accuracy is more than one in this case. For all the cases to follow, we stick with the strategy of Muradoglu and Tryggva-
son [30,31] (Section 3.3.2) for implementing vapor mass fraction boundary condition at the interface. Various cases are then 
simulated with dry bulb temperatures in the range 283 K–313 K and relative humidities 10–90%, and the resulting wet bulb 
temperatures are compared with the psychrometric chart values. A grid convergence study is performed first to select a 
suitable grid resolution applicable to the rest of the simulations. Fig. 17 shows the grid convergence results for the wet bulb 
temperature and the variation of squared-diameter (d2) with time corresponding to DBT = 283 K—313 K and RH = 10%. It 
is found that a 128 × 128 grid resolution yields grid convergent results for both the indicators. Moreover, the temperature 
results converge faster as compared to the interface location. The results of the normalized d2 are also compared with the 
analytical solution. The analytical expression derived for the variation of d2 with time for a 2D evaporating droplet case is 
given by

dd2

dt
= −8ρg Dα

ρl

ln(1 + B)

ln(dins/
√

d2)
, (59)

where B is defined by Eq. (58) and dins is the diameter of the inscribed circle in the computational domain. Equation (59) is 
solved using MATLAB ode45 solver. The analytical and numerical profiles for the variation of normalized d2 with time show 
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Moving Droplet – Grid Convergence

The droplet evaporates faster 
when it is more deformed

512    128:Grid  20,  ,5
,0.1  ,1.0  ,1010  ,10 4

´==
==´== -

zg
ScStMoEo

It is also only 1st order 
for this case!



Moving Droplet Evaporation: No Reaction

Single Droplet

Vapor Mass Fraction

Two-Interacting Droplets

Vapor Mass Fraction

𝐸𝑜 = 10,𝑀 = 10UV, 𝑆𝑐 = 1, 𝛾 = 5, 𝜁 = 20, Grid: 192×1536

Time progresses Time progresses



Chemical Reaction
Consider a single-step chemical mechanism for simplicity (generalization is straightforward)

𝐹 + 𝑎𝑂! → 𝑏𝑃𝑟

Rate of fuel consumption is given by
" #5
"$

= −𝑘%(𝑇) 𝑋& ' 𝑋(6
)

𝑘+ 𝑇 = 𝐴𝑒𝑥𝑝 −𝐸"/𝑅𝑇

𝐹 = Fuel; 𝑂7 = Oxidizer; X = Mass fraction; 𝑘8 = Global rate coefkicient; 𝑛,𝑚 = Reaction order;
𝐴 = Pre − exponential factor; 𝐸" = Activation energy; 𝑅 = Universal gas constant

Example: A general Diesel fuel (e.g., n-heptane) 

𝐶!𝐻* + 𝑎 𝑂+ + 3.76𝑁+ → 𝑥𝐶𝑂+ + 𝑦/2 𝐻+𝑂 + 3.76𝑎𝑁+

𝑎 = 𝑥 + 𝑦/4

ODE Solver: Chemkin-II (Kee R., Rupley F., Miller J.. Chemkin-II: A fortran chemical kinetics 
package for the analysis of gas-phase chemical kinetics. 1989. )

Reference: Turns S. An introduction to 
combustion: concepts and applications. 
New York: McGraw-Hill; 2000.



Chemical Kinetics: CHEMKIN
288 M. Irfan, M. Muradoglu / Computers and Fluids 174 (2018) 283–299 

Fig. 4. Block diagram illustrating the general flow of information in CHEMKIN and its relationship to an application program. 
3.3. Combustion of an evaporating fuel droplet 

Combustion of a fuel droplet involves a large number of highly 
non-linear chemical reactions with a wide range of time scales 
making the chemical kinetic equations notoriously stiff. CHEMKIN 
[56,57] is a powerful tool to incorporate the gas-phase chemical 
kinetics into the fluid dynamics simulations. CHEMKIN, in com- 
bination with a general-purpose stiff ordinary differential equa- 
tion integration package, VODE [65] , is used to simulate the burn- 
ing of fuel vapors in air produced as a result of evaporation of 
fuel droplet. Information about elements, species, chemical reac- 
tion mechanism and thermodynamic data is required as an in- 
put. This information is provided using two input files: chem.inp 
and therm.dat . The CHEMKIN interpreter reads this symbolic in- 
formation and create two output files: chem.bin and chem.out . The 
chem.bin file is a binary linking file containing the information on 
the chemical elements, species, reactions and thermodynamic data 
extracted from the chem.inp and therm.dat whereas chem.out is a 
text-format output of the interpreter containing all the details re- 
lated to chemical reaction and an information about any error oc- 
curred while generating the binary linking file. chem.bin is then 
used in combination with the CHEMKIN library, VODE, and a driver 
file specifying the type of problem and the relevant initial condi- 
tions to solve the problem for the desired output data, e.g., the 
temperature and species fields in our case. A general structure of 
the CHEMKIN package is shown in Fig. 4 . 

The whole set of governing equations are solved coupled with 
the gas-phase chemical kinetics. The continuity condition, Eq. (2) , 
must be satisfied during the process. The Navier–Stokes equations 
are solved as explained in Section 3.1 . The solution of the energy 
and species equations is advanced in time using a splitting scheme 
[52,55] that computationally decouples the chemistry and the CFD 
components. The chemistry part is first solved for the evolution of 

the species and temperature fields in the domain from t n to t n +1 
∂ρc p T 

∂t = n s ∑ 
α=1 ˙ $αH α(T ) , (32) 

∂ρY α
∂t = ˙ $α α = 1 , 2 , . . . , n s . (33) 

This step is performed using CHEMKIN in combination with VODE 
[65] . VODE uses time-implicit backward difference methods to in- 
tegrate the chemistry component and utilizes adaptivity in the or- 
der of accuracy and sub-cycled time-step selection so that an ab- 
solute error tolerance of 10 −16 in mass fractions is maintained 
throughout [52] . In the second step, the CFD components of the 
energy and species equations are advanced in time using an ex- 
plicit Euler method. All spatial derivatives in the energy and 
species equations are approximated using second-order central dif- 
ferences except for the convective terms where a 5th order WENO- 
Z [66] scheme is used. This splitting scheme is first order accurate 
and is consistent with accuracy of the overall solution procedure. 
3.4. Boundary conditions at the interface 

Temperature is specified as the Dirichlet boundary condition at 
the interface following the procedure described by Gibou et al. 
[67] and Sato and Niceno [68] . For the implementation of fuel 
mass fraction boundary condition at the interface, two different 
approaches are discussed in our previous article [1] . It was con- 
cluded that the strategy that adds the evaporation mass flux as a 
source term to the species equation, following the adsorption layer 
concept developed by Muradoglu and Tryggvason [69,70] for treat- 
ing soluble surfactant, is easy to implement, is numerically effi- 
cient and yields better results as compared to the one that imposes 
the species mass fraction at the interface directly as the Dirichlet 

𝜕𝜌𝑐𝑇
𝜕𝑡 = −F

*

Ω̇*ℎ*(𝑇)
𝜕𝜌𝑌*
𝜕𝑡

= 𝑆̇* 𝒀, 𝑇 , 𝛼 = 1,2, … , 𝑛'



n-Heptane Droplet Combustion
284 M. Irfan, M. Muradoglu / Computers and Fluids 174 (2018) 283–299 
tual simplicity, sharp representation of the interface, small numeri- 
cal diffusion and its ability to include multi-physics effects [12] . Its 
main drawback is probably the difficulty to track the Lagrangian 
marker points and maintain communication between the Eulerian 
and Lagrangian grids in curvilinear and unstructured grid [72] . In 
addition, the topological changes are not handled automatically, 
rather special treatment is needed where fluid regions merge or 
breakup. 

The pioneering study about the fuel droplet evaporation and 
combustion was performed in early 1950s by Godsave [25] . He ex- 
amined the burning of an evaporating droplet suspended at the tip 
of a fine quartz fiber and interpreted his results successfully based 
on the assumption that the rate of burning is not controlled by 
the chemical reaction rates. This assumption greatly simplified the 
analytical treatment of the combustion of the fuel droplets. Spald- 
ing [26] conducted a detailed experimental study and showed that 
transfer or diffusion of mass and energy of the fuel vapor should 
be one of the controlling factors for the combustion process. The 
validity of these assumptions were critically analyzed in the later 
studies by numerous authors [27–33] and various advanced evap- 
oration models were proposed [34–36] . Following these landmark 
studies about evaporation and combustion of droplets, the vapor- 
ization of single/multiple water, alkane and alcohol droplets have 
been studied experimentally by various researchers under normal 
or microgravity conditions [37–41] . They reported the effects of 
ambient pressure and temperature, convective currents and initial 
droplet size on the droplet equilibrium temperature, evaporation 
rate, droplet life time, and drag coefficient. 

Various computational models and numerical techniques have 
been proposed in the literature to simulate the evaporation and 
burning of fuel droplets, and the experimental results are often 
used as the benchmark test cases to validate these numerical 
methods. Miller et al. [42] numerically evaluated different droplet 
evaporation models through comparisons with the experimental 
measurements. They observed that the constant properties as- 
sumption can be safely used in simulations provided that the prop- 
erties of both the gas and the vapor phases are calculated at either 
the wet-bulb or boiling temperature. The literature reports the nu- 
merical studies for the evaporation and burning of n-heptane [43–
47] , decane [41,48] and methanol [49,50] droplets under various 
operating conditions as a first step towards the simulation of spray 
combustion in engine like environment. Some of the above men- 
tioned studies are performed using the detailed transport models 
with the detailed chemical kinetics mechanisms and variable ther- 
modynamic properties [44–46,49] while the others involve various 
simplifying assumptions such as an overall single-step irreversible 
reaction, constant thermodynamic properties, constant Lewis num- 
ber and the ideal gas behavior [41,47,48,50] . It is argued that these 
simplifying assumptions are well justified to test the numerical as- 
pects during the algorithm design and code development phase. 

In this paper, a front tracking solver is developed for the 
particle-resolved simulations of droplet evaporation and burning. 
The phase change component of the method is first validated 
against the classic d 2 -law. The method is then applied to simu- 
late the evaporation of a n -heptane droplet to further validate the 
evaporation model and the results are found to be in good agree- 
ment with the analytical [51] , the experimental [40] and the pre- 
vious numerical results [43] . The phase change solver is then ex- 
tended to incorporate the combustion process following the evap- 
oration as a first step towards the development of a computa- 
tional framework for the direct numerical simulations of spray 
combustion which is the main novelty of this article. An operator- 
splitting approach [52–55] is used to advance the temperature 
and the species mass fractions in time. The chemical kinetics in 
the gas phase is handled using the CHEMKIN package [56,57] in 
the operator-splitting framework. The method is successfully ap- 

Fig. 1. The schematic illustration of a drop in an axisymmetric configuration. 
plied to study the combustion of a n -heptane droplet using a sim- 
ple single-step chemistry model and a reduced detailed chemical 
mechanism involving 25-species and 26-reactions. The combustion 
is initiated by artificially increasing the temperature locally near 
the droplet to ignite the fuel vapors in both the single-step and de- 
tailed chemistry simulations. It is demonstrated that, once the fuel 
is ignited, the combustion proceeds in a smooth fashion maintain- 
ing the spherical symmetry of the flame. The time histories of the 
normalized droplet size, the gasification rate and the peak tem- 
perature are found to agree well with the previous numerical re- 
sults [44,58] . In addition, the ignition delay times for a burning 
n -heptane droplet are also computed and the results are found to 
exhibit an excellent agreement with the results of Stauch et al. 
[45] for different gas phase temperatures. The initial flame diame- 
ter and the profile of flame standoff ratio also verify our numerical 
results qualitatively. The method is finally applied to a n -heptane 
droplet falling under the action of gravity at various ambient tem- 
perature conditions. It is observed that the ambient temperature is 
a vital parameter that controls the flame blow-off/extinction. 

The rest of the paper is organized as follows. The mathemati- 
cal formulation is briefly described for an evaporating and burning 
droplet in a multiphase system in the next section. The numeri- 
cal solution procedure is discussed in Section 3 with a particular 
emphasis on the treatment of the phase change and combustion. 
In Section 4 , the numerical method is first validated using vari- 
ous benchmark test cases and then applied to study combustion 
of n -heptane droplet using a single-step and a detailed chemistry 
models. Finally, conclusions are drawn in Section 5 . 
2. Mathematical formulation 

The governing equations are presented here in the framework 
of finite difference/front tracking (FD/FT) method. Consider an in- 
compressible liquid-gas multiphase system in an axisymmetric 
configuration as shown in Fig. 1 . One-field formulation of the gov- 
erning equations can be used throughout the domain as long as 
the jumps in the property fields are properly handled across the 
interface and surface tension effects are taken into account appro- 
priately [11] . Then the conservative form of the momentum con- 
servation equations can be written for the entire computational 
domain as 
∂ρu 
∂t + ∇ · (ρuu ) = −∇p + ρg + ∇ · µ(∇u + ∇u T ) 

+ ∫ 
A σκn δ(x − x & ) dA, (1) 
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Hybrid Front-Tracking/Immersed-Boundary Method

F. Salimnezhad, H. Turkeri, I. Gokalp and M. Muradoglu, “A hybrid immersed-boundary/front-tracking 
method for interface-resolved simulation of droplet evaporation", Computers & Fluids, 291 (2025)

• Motivation: 

- Distributing source term results in only 1st order accuracy in space

- Extreme grid resolution is required to resolve thin mass boundary 
layer especially at high Peclet numbers

- Thus, a second order method is highly desirable

• Approach: 

- Combine the front-tracking method with a sharp-interface immersed 
boundary (IBM) method of Mittal et al. (2008)

- Also use this methodology to treat mass/heat transfer from solid 
particles immersed in fluid



Following Mittal et al. (2008)

- The cells cut by the interface are 
identified

- The mass-fraction field is represented 
by a bi-linear (tri-linear in 3D) function 

- A vandermonde system is formed and 
solved to determine values in the 
ghost cells such that the boundary 
conditions are satisfied

Sharp-Interface Immersed-Boundary Method

F. Salimnezhad et al.

Fig. 1. (a) A schematic representation of the Lagrangian grid cast on the stationary Eulerian grid. (b) The staggered grid arrangement used to solve the field equations.
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where the convective terms are approximated using a fifth-order
WENO-Z scheme [54] while all other spatial derivatives are evaluated
using the central differences on the staggered grid.

The numerical method described above is explicit and only first
order in time. However, a formally second-order accuracy can be easily
achieved using a predictor–corrector scheme as described by Tryggva-
son et al. [29]. Although a second-order predictor–corrector scheme
is implemented, following Irfan and Muradoglu [41], the first order
method is used in the present simulations since the temporal discretiza-
tion error is generally found to be negligibly small compared to the
spatial error owing to a small time step imposed by the numerical
stability.

3.2. Interfacial boundary conditions: Sharp-interface immersed-boundary
method

The mass-fraction is solved only in the ambient fluid so a special
treatment is required to impose the boundary conditions at the interface
for Y . In the present work, we use the image point and ghost cell
methodology developed by Mittal et al. [45] to accurately impose
the Dirichlet boundary condition for the mass fraction at the droplet
surface. Note that the same methodology is also used to simulate
the flow over a solid sphere in a convective environment as will be
discussed in Section 4.2. Following Zolfaghari et al. [55], Eulerian cells
cut through by the Lagrangian grid are identified and called ghost
cells (GC) as sketched in Fig. 2. Similarly, the vertices of the ghost
cells inside the droplet region are called ghost points (GP). Then the
boundary intercept (BI) points are determined by drawing a normal
line from the associated ghost points to the Lagrangian grid. Finally,
the image point (IP) is computed by extending the normal line into
ambient fluid by the same distance. After identifying all the BIs and
the associated IPs, the vapor mass fraction, Y , is represented in the cell
containing an IP by a bilinear interpolant in the form

Y (r, z) = a1rz + a2r + a3z + a4. (22)

If the cell containing IP is totally in the ambient fluid domain, the
mass fraction at the image point, YI P , is simply computed by a bilinear
interpolation. Otherwise, a linear system is formed to compute the
interpolation coefficients as

[V ] {A} = {Y } , (23)

Fig. 2. Schematic representation of the sharp-interface immersed-boundary methodol-
ogy used to impose the species mass boundary condition at the interface. GP, BI and
IP denote a ghost cell, a boundary-intercept point, and an image-point, respectively.
The image points denoted by 1 and 2 are located partially and totally in the bulk fluid
cell, respectively.
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In Eq. (24), the entries corresponding to a GP are replaced with the
boundary conditions. For instance, suppose that the second node is
a GP, then we set r2 = rB I , z2 = zB I and Y2 = YB I . Note that
YB I is computed at the interface using Eq. (7). Once the interpolation
coefficients are determined from Eq. (23), then mass fraction at the
image point is simply computed as Y

�
rI P , zI P

�
= a1rI P zI P + a2rI P +

a3zI P + a4. Finally, the ghost cell value is computed as

YG C = 2YB I * YI P . (25)

Note that as a fifth-order WENO-Z scheme [54] scheme is used to
estimate the convective fluxes in Eq. (4), we employ a larger bandwidth
around the interface to locate the ghost and image points as depicted in
Fig. 7b. The details of the present sharp-interface immersed-boundary
method can be found in Mittal et al. [45] and Zolfaghari et al. [55].
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Fig. 1. (a) A schematic representation of the Lagrangian grid cast on the stationary Eulerian grid. (b) The staggered grid arrangement used to solve the field equations.
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where the convective terms are approximated using a fifth-order
WENO-Z scheme [54] while all other spatial derivatives are evaluated
using the central differences on the staggered grid.

The numerical method described above is explicit and only first
order in time. However, a formally second-order accuracy can be easily
achieved using a predictor–corrector scheme as described by Tryggva-
son et al. [29]. Although a second-order predictor–corrector scheme
is implemented, following Irfan and Muradoglu [41], the first order
method is used in the present simulations since the temporal discretiza-
tion error is generally found to be negligibly small compared to the
spatial error owing to a small time step imposed by the numerical
stability.

3.2. Interfacial boundary conditions: Sharp-interface immersed-boundary
method

The mass-fraction is solved only in the ambient fluid so a special
treatment is required to impose the boundary conditions at the interface
for Y . In the present work, we use the image point and ghost cell
methodology developed by Mittal et al. [45] to accurately impose
the Dirichlet boundary condition for the mass fraction at the droplet
surface. Note that the same methodology is also used to simulate
the flow over a solid sphere in a convective environment as will be
discussed in Section 4.2. Following Zolfaghari et al. [55], Eulerian cells
cut through by the Lagrangian grid are identified and called ghost
cells (GC) as sketched in Fig. 2. Similarly, the vertices of the ghost
cells inside the droplet region are called ghost points (GP). Then the
boundary intercept (BI) points are determined by drawing a normal
line from the associated ghost points to the Lagrangian grid. Finally,
the image point (IP) is computed by extending the normal line into
ambient fluid by the same distance. After identifying all the BIs and
the associated IPs, the vapor mass fraction, Y , is represented in the cell
containing an IP by a bilinear interpolant in the form

Y (r, z) = a1rz + a2r + a3z + a4. (22)

If the cell containing IP is totally in the ambient fluid domain, the
mass fraction at the image point, YI P , is simply computed by a bilinear
interpolation. Otherwise, a linear system is formed to compute the
interpolation coefficients as

[V ] {A} = {Y } , (23)

Fig. 2. Schematic representation of the sharp-interface immersed-boundary methodol-
ogy used to impose the species mass boundary condition at the interface. GP, BI and
IP denote a ghost cell, a boundary-intercept point, and an image-point, respectively.
The image points denoted by 1 and 2 are located partially and totally in the bulk fluid
cell, respectively.
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In Eq. (24), the entries corresponding to a GP are replaced with the
boundary conditions. For instance, suppose that the second node is
a GP, then we set r2 = rB I , z2 = zB I and Y2 = YB I . Note that
YB I is computed at the interface using Eq. (7). Once the interpolation
coefficients are determined from Eq. (23), then mass fraction at the
image point is simply computed as Y

�
rI P , zI P

�
= a1rI P zI P + a2rI P +

a3zI P + a4. Finally, the ghost cell value is computed as

YG C = 2YB I * YI P . (25)

Note that as a fifth-order WENO-Z scheme [54] scheme is used to
estimate the convective fluxes in Eq. (4), we employ a larger bandwidth
around the interface to locate the ghost and image points as depicted in
Fig. 7b. The details of the present sharp-interface immersed-boundary
method can be found in Mittal et al. [45] and Zolfaghari et al. [55].
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Fig. 1. (a) A schematic representation of the Lagrangian grid cast on the stationary Eulerian grid. (b) The staggered grid arrangement used to solve the field equations.
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where the convective terms are approximated using a fifth-order
WENO-Z scheme [54] while all other spatial derivatives are evaluated
using the central differences on the staggered grid.

The numerical method described above is explicit and only first
order in time. However, a formally second-order accuracy can be easily
achieved using a predictor–corrector scheme as described by Tryggva-
son et al. [29]. Although a second-order predictor–corrector scheme
is implemented, following Irfan and Muradoglu [41], the first order
method is used in the present simulations since the temporal discretiza-
tion error is generally found to be negligibly small compared to the
spatial error owing to a small time step imposed by the numerical
stability.

3.2. Interfacial boundary conditions: Sharp-interface immersed-boundary
method

The mass-fraction is solved only in the ambient fluid so a special
treatment is required to impose the boundary conditions at the interface
for Y . In the present work, we use the image point and ghost cell
methodology developed by Mittal et al. [45] to accurately impose
the Dirichlet boundary condition for the mass fraction at the droplet
surface. Note that the same methodology is also used to simulate
the flow over a solid sphere in a convective environment as will be
discussed in Section 4.2. Following Zolfaghari et al. [55], Eulerian cells
cut through by the Lagrangian grid are identified and called ghost
cells (GC) as sketched in Fig. 2. Similarly, the vertices of the ghost
cells inside the droplet region are called ghost points (GP). Then the
boundary intercept (BI) points are determined by drawing a normal
line from the associated ghost points to the Lagrangian grid. Finally,
the image point (IP) is computed by extending the normal line into
ambient fluid by the same distance. After identifying all the BIs and
the associated IPs, the vapor mass fraction, Y , is represented in the cell
containing an IP by a bilinear interpolant in the form

Y (r, z) = a1rz + a2r + a3z + a4. (22)

If the cell containing IP is totally in the ambient fluid domain, the
mass fraction at the image point, YI P , is simply computed by a bilinear
interpolation. Otherwise, a linear system is formed to compute the
interpolation coefficients as

[V ] {A} = {Y } , (23)

Fig. 2. Schematic representation of the sharp-interface immersed-boundary methodol-
ogy used to impose the species mass boundary condition at the interface. GP, BI and
IP denote a ghost cell, a boundary-intercept point, and an image-point, respectively.
The image points denoted by 1 and 2 are located partially and totally in the bulk fluid
cell, respectively.
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In Eq. (24), the entries corresponding to a GP are replaced with the
boundary conditions. For instance, suppose that the second node is
a GP, then we set r2 = rB I , z2 = zB I and Y2 = YB I . Note that
YB I is computed at the interface using Eq. (7). Once the interpolation
coefficients are determined from Eq. (23), then mass fraction at the
image point is simply computed as Y

�
rI P , zI P

�
= a1rI P zI P + a2rI P +

a3zI P + a4. Finally, the ghost cell value is computed as

YG C = 2YB I * YI P . (25)

Note that as a fifth-order WENO-Z scheme [54] scheme is used to
estimate the convective fluxes in Eq. (4), we employ a larger bandwidth
around the interface to locate the ghost and image points as depicted in
Fig. 7b. The details of the present sharp-interface immersed-boundary
method can be found in Mittal et al. [45] and Zolfaghari et al. [55].
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Fig. 1. (a) A schematic representation of the Lagrangian grid cast on the stationary Eulerian grid. (b) The staggered grid arrangement used to solve the field equations.
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where the convective terms are approximated using a fifth-order
WENO-Z scheme [54] while all other spatial derivatives are evaluated
using the central differences on the staggered grid.

The numerical method described above is explicit and only first
order in time. However, a formally second-order accuracy can be easily
achieved using a predictor–corrector scheme as described by Tryggva-
son et al. [29]. Although a second-order predictor–corrector scheme
is implemented, following Irfan and Muradoglu [41], the first order
method is used in the present simulations since the temporal discretiza-
tion error is generally found to be negligibly small compared to the
spatial error owing to a small time step imposed by the numerical
stability.

3.2. Interfacial boundary conditions: Sharp-interface immersed-boundary
method

The mass-fraction is solved only in the ambient fluid so a special
treatment is required to impose the boundary conditions at the interface
for Y . In the present work, we use the image point and ghost cell
methodology developed by Mittal et al. [45] to accurately impose
the Dirichlet boundary condition for the mass fraction at the droplet
surface. Note that the same methodology is also used to simulate
the flow over a solid sphere in a convective environment as will be
discussed in Section 4.2. Following Zolfaghari et al. [55], Eulerian cells
cut through by the Lagrangian grid are identified and called ghost
cells (GC) as sketched in Fig. 2. Similarly, the vertices of the ghost
cells inside the droplet region are called ghost points (GP). Then the
boundary intercept (BI) points are determined by drawing a normal
line from the associated ghost points to the Lagrangian grid. Finally,
the image point (IP) is computed by extending the normal line into
ambient fluid by the same distance. After identifying all the BIs and
the associated IPs, the vapor mass fraction, Y , is represented in the cell
containing an IP by a bilinear interpolant in the form

Y (r, z) = a1rz + a2r + a3z + a4. (22)

If the cell containing IP is totally in the ambient fluid domain, the
mass fraction at the image point, YI P , is simply computed by a bilinear
interpolation. Otherwise, a linear system is formed to compute the
interpolation coefficients as

[V ] {A} = {Y } , (23)

Fig. 2. Schematic representation of the sharp-interface immersed-boundary methodol-
ogy used to impose the species mass boundary condition at the interface. GP, BI and
IP denote a ghost cell, a boundary-intercept point, and an image-point, respectively.
The image points denoted by 1 and 2 are located partially and totally in the bulk fluid
cell, respectively.
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In Eq. (24), the entries corresponding to a GP are replaced with the
boundary conditions. For instance, suppose that the second node is
a GP, then we set r2 = rB I , z2 = zB I and Y2 = YB I . Note that
YB I is computed at the interface using Eq. (7). Once the interpolation
coefficients are determined from Eq. (23), then mass fraction at the
image point is simply computed as Y

�
rI P , zI P

�
= a1rI P zI P + a2rI P +

a3zI P + a4. Finally, the ghost cell value is computed as

YG C = 2YB I * YI P . (25)

Note that as a fifth-order WENO-Z scheme [54] scheme is used to
estimate the convective fluxes in Eq. (4), we employ a larger bandwidth
around the interface to locate the ghost and image points as depicted in
Fig. 7b. The details of the present sharp-interface immersed-boundary
method can be found in Mittal et al. [45] and Zolfaghari et al. [55].
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Validation-Falling droplet under gravity
F. Salimnezhad et al.

Fig. 5. (a) The evolution of the droplet shape for E o = 24 and E o = 48 cases. The present results (left side) are compared with the results of Han and Tryggvason [57] (right
side). The time interval between two successive drops in each column is �t< = 3.953 and �t< = 5.59 for E o = 24 and E o = 48, respectively. (b) Comparison of the non-dimensional
centroid velocity of a falling droplet with the results of Irfan and Muradoglu [41] and Han and Tryggvason [57] for E o = 24, 48 and 96. The inset shows the percentage change
of the droplet volume during the simulation. (O ho = 0.05, O hi = 0.0466, ⇢i_⇢o = 1.15, �i_�o = 1, Grid: 512 ù 1536.)

results of Bagchi et al. [61] for Re = 50 and Re = 100, and of Ro-
dríguez Pérez et al. [62] for Re = 200. As seen, the local Sherwood
number is captured almost perfectly using the moderate and fine grid
resolutions except for the front stagnation point at higher Reynolds
numbers. It is worth noting that the mild wiggles observed near the
stagnation point are attributed to the rapid circumferential variation of
the distance between the boundary intercept points where the bound-
ary conditions are imposed and the corresponding ghost points, as
also previously reported by Majumdar et al. [63]. We note that the
computations are performed for the Reynolds number up to Re = 200
since a vortex shedding is expected to occur behind the sphere for
Re ¿ 210 [61], which cannot be captured by the present axisymmetric
simulations.

We finally note that it is straightforward to extend this method to
treat moving and deforming solid boundaries as discussed by Mittal
et al. [45]

4.3. The d2-law

We next perform simulations for the well-known test case of a
stationary single droplet evaporating in an stagnant ambient air. The
initial diameter of the droplet is d0. The buoyancy-induced natural
convection is neglected. The temporal evolution of the droplet diameter
is given by [64,65]:
d d2
d t = *8

⇢gDvg

⇢l
l n(1 + BM ), (32)

where ⇢g , ⇢l and Dvg denote the gas density, the liquid density and the
diffusion coefficient of the vapor in the surrounding air, respectively.
The mass transfer potential is defined as BM = (Y � * Yÿ)_(1 * Y � )
where Y � and Yÿ denote the saturation and the far-field vapor mass
fractions, respectively. The saturation mass fraction, Y � , is set as a
Dirichlet boundary condition on the droplet surface. Simulations are
performed for a droplet centered at (0, 5d0) in a computational domain
of 5d0 ù 10d0 using a 256 ù 512 uniform grid resolution in the radial
and axial directions, respectively. The time and length are scaled by

d20
Dvg

and d0, respectively. Fig. 7a illustrates the velocity vectors (Stefan flow)
and the constant contours of the vapor mass fraction in the vicinity of

the droplet for the case of BM = 0.025 at the scaled time of t< = 0.7. The
smooth flow and mass fraction fields qualitatively indicate the accuracy
of the numerical method. The enlarged view in Fig. 7b shows the vapor
mass fraction as well as the distribution of the ghost cells, the boundary
intercepts, and the image points near the interface.

Fig. 8a shows the numerical and analytical solutions of time history
of

�
d_d0

�2 in the stagnant conditions for the mass transfer numbers of
BM = 0.025, 0.05 and 0.1. Simulations are repeated using 128 ù 256,
256 ù 512 and 512 ù 1024 grid resolutions to demonstrate the grid
convergence. As seen, the numerical results are in good agreement
with the analytical solution and the 128 ù 256 grid resolution is
sufficient for the grid convergence. Simulations are also performed
to examine effects of the domain size and the results are plotted in
Fig. 8b. This figure shows that the numerical results converge to the
analytical solution as the domain size increases as expected since the
d2-law assumes that the droplet evaporates in an unbounded domain.
However, increasing the domain size from 5d0ù 10d0 to 10d0ù 20d0 does
not a significant effect on the overall results for this case. The spatial
accuracy is quantified in Fig. 9. As seen in Fig. 9a, the four finest grids
are in the asymptotic range and the nearly linear relationship between
(d_d0)2 and (h_d0)2 indicates a second order spatial accuracy, which is
verified more rigorously in Fig. 9b. Following Muradoglu et al. [66],
the error-free values of

�
d_d0

�2 used to compute the spatial error in
Fig. 9b are estimated using the Richardson’s extrapolation based on
the least-squares fits as h ô 0. The error is then computed as the
absolute value of difference between the numerical solution and the
predicted spatial error-free value. The linear least-squares fits show that
the present numerical method is second order accurate in space. Note
that the spatial accuracy was found to be 1.3 for the same case in the
previous studies of Irfan and Muradoglu [40,41] where the mass source
term was conservatively distributed outside of the interface using the
one-sided adsorption layer method [31,67]. The results demonstrate
that the present method significantly improves the spatial accuracy
compared to the one-sided distribution of the mass source term as done
in [40,41].
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Fig. 6. (a) Velocity vectors and streamlines (left portion) and constant contours of species mass fraction (right portion) around a solid sphere at Re = 200. (b) Variation of the
local Sherwood number. The present results are compared with those of [61] for Re = 50 and Re = 100, and of [62] for Re = 200. Colored dashed, dashed–dotted, and solid lines
indicate the present results computed on the grid resolutions of 256 ù 512, 512 ù 1024 and 896 ù 1792, respectively. (S c = 0.7.)

Fig. 7. (a) Velocity vectors (left side) and mass fraction field (right side) around an evaporating droplet. (b) An enlarged view illustrating the vapor mass fraction contours as
well as distribution of the ghost points (G P ), boundary intercepts (B I) and image points (I P ) in vicinity of the interface indicated by black dots, yellow diamonds and green
triangles, respectively. Constant contours represent the mass fraction field.

�
BM = 0.025, t< = 0.7� .

Fig. 8. (a) Validation of the numerical method for the d2 law. The numerical results are compared with the analytical solutions for the mass transfer numbers of BM = 0.025, BM =
0.05, and BM = 0.1. Simulations are performed using 128 ù 256, 256 ù 512 and 512 ù 1024 grid resolutions to demonstrate the grid convergence. Domain size: 5d0 ù 10d0. (b) The
effects of the domain size on the numerical results and comparison with the d2-law. The simulations are performed for the domain sizes of 2.5d0 ù 5d0, 5d0 ù 10d0 and 10d0 ù 20d0
using 128 ù 256, 256 ù 512, 512 ù 1024 grid resolutions, respectively. (BM = 0.05.)
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Fig. 6. (a) Velocity vectors and streamlines (left portion) and constant contours of species mass fraction (right portion) around a solid sphere at Re = 200. (b) Variation of the
local Sherwood number. The present results are compared with those of [61] for Re = 50 and Re = 100, and of [62] for Re = 200. Colored dashed, dashed–dotted, and solid lines
indicate the present results computed on the grid resolutions of 256 ù 512, 512 ù 1024 and 896 ù 1792, respectively. (S c = 0.7.)

Fig. 7. (a) Velocity vectors (left side) and mass fraction field (right side) around an evaporating droplet. (b) An enlarged view illustrating the vapor mass fraction contours as
well as distribution of the ghost points (G P ), boundary intercepts (B I) and image points (I P ) in vicinity of the interface indicated by black dots, yellow diamonds and green
triangles, respectively. Constant contours represent the mass fraction field.

�
BM = 0.025, t< = 0.7� .

Fig. 8. (a) Validation of the numerical method for the d2 law. The numerical results are compared with the analytical solutions for the mass transfer numbers of BM = 0.025, BM =
0.05, and BM = 0.1. Simulations are performed using 128 ù 256, 256 ù 512 and 512 ù 1024 grid resolutions to demonstrate the grid convergence. Domain size: 5d0 ù 10d0. (b) The
effects of the domain size on the numerical results and comparison with the d2-law. The simulations are performed for the domain sizes of 2.5d0 ù 5d0, 5d0 ù 10d0 and 10d0 ù 20d0
using 128 ù 256, 256 ù 512, 512 ù 1024 grid resolutions, respectively. (BM = 0.05.)
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Fig. 6. (a) Velocity vectors and streamlines (left portion) and constant contours of species mass fraction (right portion) around a solid sphere at Re = 200. (b) Variation of the
local Sherwood number. The present results are compared with those of [61] for Re = 50 and Re = 100, and of [62] for Re = 200. Colored dashed, dashed–dotted, and solid lines
indicate the present results computed on the grid resolutions of 256 ù 512, 512 ù 1024 and 896 ù 1792, respectively. (S c = 0.7.)

Fig. 7. (a) Velocity vectors (left side) and mass fraction field (right side) around an evaporating droplet. (b) An enlarged view illustrating the vapor mass fraction contours as
well as distribution of the ghost points (G P ), boundary intercepts (B I) and image points (I P ) in vicinity of the interface indicated by black dots, yellow diamonds and green
triangles, respectively. Constant contours represent the mass fraction field.

�
BM = 0.025, t< = 0.7� .

Fig. 8. (a) Validation of the numerical method for the d2 law. The numerical results are compared with the analytical solutions for the mass transfer numbers of BM = 0.025, BM =
0.05, and BM = 0.1. Simulations are performed using 128 ù 256, 256 ù 512 and 512 ù 1024 grid resolutions to demonstrate the grid convergence. Domain size: 5d0 ù 10d0. (b) The
effects of the domain size on the numerical results and comparison with the d2-law. The simulations are performed for the domain sizes of 2.5d0 ù 5d0, 5d0 ù 10d0 and 10d0 ù 20d0
using 128 ù 256, 256 ù 512, 512 ù 1024 grid resolutions, respectively. (BM = 0.05.)
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Fig. 9. Quantification of the spatial accuracy. The variation of (a) (d_d0)2 and (b) the spatial error against (h_d0)2 for a droplet evaporating in stagnant condition. Simulations
are performed on the domain size of 5d ù 10d for BM = 0.025 using 64 ù 128, 96 ù 192, 128 ù 256, 160 ù 320, 192 ù 384, 256 ù 512, 384 ù 768 and 512 ù 1024 and the
results are taken at t< = 4, t< = 8 and t< = 12. The symbols and the solid lines indicate the numerical results and the linear least-squares fits to the numerical values, respectively.
Least-squares fitting is done neglecting the values computed on the two coarsest grids.

4.4. Wet-bulb temperature comparison

In this test case, the wet-bulb temperature of a water droplet is
computed at various ambient conditions and compared to that of the
psychometric chart to demonstrate a proper coupling of the species and
temperature fields. A water droplet evaporates solely due to the vapor
mass fraction gradient at the interface. As the evaporation proceeds, the
temperature at the interface reduces and eventually reaches a steady
value called the wet-bulb temperature that is uniquely determined by
the relative humidity (RH) and dry-bulb temperature of the ambient
air.

In the simulations, a water droplet of initial diameter d0 is placed
centered at (0, 2.5d0) in a computational domain of 2.5d0 ù 5d0 that
is resolved by a 128 ù 256 uniform Cartesian grid. The temperature
is initially set to a constant dry-bulb temperature Tg in the entire
computational domain. The temperature and vapor mass fraction are
fixed at Tg and Yvap as Dirichlet boundary conditions at the domain
boundaries where Yvap is computed as Yvap = !h_(1 +!h) with !h being
the humidity ratio read from a psychrometric chart as a function of dry-
bulb temperature and relative humidity. The actual material properties
of water and air are used in the simulations except for the water density
which is set to ⇢l = 5⇢g . The thermal conductivity of water, kl, is
adjusted to match the physical thermal diffusivity [40]. The results are
non-dimensionalized using d0 and d20_Dvg as the length and time scales,
respectively. Fig. 10 shows the evolution of the temperature and species
fields at various instances for the dry-bulb temperature of Tg = 323.15 K
and relative humidity of RH = 10%. As the droplet evaporates, the
interface temperature decreases and vapor diffuses deeper into the am-
bient air. This thermal exchange continues until the heat absorbed by
the evaporation exactly balances the heat conducted from the ambient
air and the water droplet reaches the wet-bulb temperature. Fig. 11
shows the temporal evolution of radial temperature profiles along the
horizontal center line of the domain width for the cases of RH = 10%
and RH = 50%. As seen, cooling starts at the interface (r_d0 = 0.5)
and gradually diffuses into the droplet until the droplet reaches a
constant wet-bulb temperature. The computed wet-bulb temperature
is compared with the values read from the psychometric chart in
Fig. 12. The wet-bulb temperature is first plotted in Fig. 12a against
the relative humidity in the range 10% f RH f 80% for the dry-bulb
temperature values of 293.15 K and 323.16 K, and then against the dry-
bulb temperature in the range 293.1 K f Tg f 323.15 K for the fixed
relative humidity values of 10%, 50% and 80% in Fig. 12b. As seen,
the numerical results are in good agreement with the psychometric
chart values in both cases demonstrating accurate coupling of the
temperature and vapor mass fraction fields.

4.5. Droplet evaporation in a convective environment

It is computationally not feasible to use the interface-resolved tech-
niques in large scale simulations of evaporating sprays and droplet
clouds relevant to industrial applications and environmental flows.
Instead, the Lagrangian point particle methods are widely used in
modeling the evaporation of sub-grid droplets in such applications [5].
In this approach, the droplets are modeled as Lagrangian point-particles
and evaporation models are used to compute the energy and mass
transfer rates between droplets and the ambient fluid. Success of such
simulations is critically dependent on the accuracy of the low-order
evaporation models. A detailed review of the low-order models can be
found in the review papers by Faeth [68], Sirignano [69], Law [70]
and Sazhin [3,71].

The interface-resolved simulations can provide indispensable insight
into the complex dynamics of droplet evaporation needed for the
assessment and improvement/development of the low-order models.
Previous studies [17,20,72] have predominantly focused on reporting
the surface-averaged Sherwood number for a droplet evaporating in a
convective environment. However, information regarding distribution
of the Sherwood number at interface, particularly for a deforming
droplet, is very scarce. Employing the IB/FT method, we demonstrate
how droplet deformation can fundamentally alter the distribution of
Sherwood number. In this section, the present numerical method is
applied to simulate a droplet evaporating in a convective environment
and the results are compared with the analytical models for the mass
transfer number in the range 1 f BM f 15.

To mimic the evaporation of a droplet in a convective environment,
the center of mass of the droplet is fixed in the space using a moving
reference frame (MRF) methodology, and the momentum equation is
modified accordingly to account for the acceleration of the reference
frame [73]. In the experimental studies, the droplet is usually deposited
on a fiber to keep it fixed in space in a flowing ambient fluid [74–77].
However, in the real-world applications such as spray evaporation and
cloud formation, droplets can freely translate and deform in the ambi-
ent fluid flow. Therefore, employing a moving reference frame provides
a more relevant framework to study droplet evaporation in a convective
environment. Accounting for the acceleration of the MRF, the modi-
fied momentum equation can be written in the non-conservative form
as [73]

⇢
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(33)

where urel is the relative velocity and aM RF is the acceleration needed
to hold the centroid of the droplet fixed with respect to the computa-
tional domain. In the present study, the procedure proposed by Rusche
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Fig. 6. (a) Velocity vectors and streamlines (left portion) and constant contours of species mass fraction (right portion) around a solid sphere at Re = 200. (b) Variation of the
local Sherwood number. The present results are compared with those of [61] for Re = 50 and Re = 100, and of [62] for Re = 200. Colored dashed, dashed–dotted, and solid lines
indicate the present results computed on the grid resolutions of 256 ù 512, 512 ù 1024 and 896 ù 1792, respectively. (S c = 0.7.)

Fig. 7. (a) Velocity vectors (left side) and mass fraction field (right side) around an evaporating droplet. (b) An enlarged view illustrating the vapor mass fraction contours as
well as distribution of the ghost points (G P ), boundary intercepts (B I) and image points (I P ) in vicinity of the interface indicated by black dots, yellow diamonds and green
triangles, respectively. Constant contours represent the mass fraction field.

�
BM = 0.025, t< = 0.7� .

Fig. 8. (a) Validation of the numerical method for the d2 law. The numerical results are compared with the analytical solutions for the mass transfer numbers of BM = 0.025, BM =
0.05, and BM = 0.1. Simulations are performed using 128 ù 256, 256 ù 512 and 512 ù 1024 grid resolutions to demonstrate the grid convergence. Domain size: 5d0 ù 10d0. (b) The
effects of the domain size on the numerical results and comparison with the d2-law. The simulations are performed for the domain sizes of 2.5d0 ù 5d0, 5d0 ù 10d0 and 10d0 ù 20d0
using 128 ù 256, 256 ù 512, 512 ù 1024 grid resolutions, respectively. (BM = 0.05.)
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Fig. 5. (a) The evolution of the droplet shape for E o = 24 and E o = 48 cases. The present results (left side) are compared with the results of Han and Tryggvason [57] (right
side). The time interval between two successive drops in each column is �t< = 3.953 and �t< = 5.59 for E o = 24 and E o = 48, respectively. (b) Comparison of the non-dimensional
centroid velocity of a falling droplet with the results of Irfan and Muradoglu [41] and Han and Tryggvason [57] for E o = 24, 48 and 96. The inset shows the percentage change
of the droplet volume during the simulation. (O ho = 0.05, O hi = 0.0466, ⇢i_⇢o = 1.15, �i_�o = 1, Grid: 512 ù 1536.)

results of Bagchi et al. [61] for Re = 50 and Re = 100, and of Ro-
dríguez Pérez et al. [62] for Re = 200. As seen, the local Sherwood
number is captured almost perfectly using the moderate and fine grid
resolutions except for the front stagnation point at higher Reynolds
numbers. It is worth noting that the mild wiggles observed near the
stagnation point are attributed to the rapid circumferential variation of
the distance between the boundary intercept points where the bound-
ary conditions are imposed and the corresponding ghost points, as
also previously reported by Majumdar et al. [63]. We note that the
computations are performed for the Reynolds number up to Re = 200
since a vortex shedding is expected to occur behind the sphere for
Re ¿ 210 [61], which cannot be captured by the present axisymmetric
simulations.

We finally note that it is straightforward to extend this method to
treat moving and deforming solid boundaries as discussed by Mittal
et al. [45]

4.3. The d2-law

We next perform simulations for the well-known test case of a
stationary single droplet evaporating in an stagnant ambient air. The
initial diameter of the droplet is d0. The buoyancy-induced natural
convection is neglected. The temporal evolution of the droplet diameter
is given by [64,65]:
d d2
d t = *8

⇢gDvg

⇢l
l n(1 + BM ), (32)

where ⇢g , ⇢l and Dvg denote the gas density, the liquid density and the
diffusion coefficient of the vapor in the surrounding air, respectively.
The mass transfer potential is defined as BM = (Y � * Yÿ)_(1 * Y � )
where Y � and Yÿ denote the saturation and the far-field vapor mass
fractions, respectively. The saturation mass fraction, Y � , is set as a
Dirichlet boundary condition on the droplet surface. Simulations are
performed for a droplet centered at (0, 5d0) in a computational domain
of 5d0 ù 10d0 using a 256 ù 512 uniform grid resolution in the radial
and axial directions, respectively. The time and length are scaled by

d20
Dvg

and d0, respectively. Fig. 7a illustrates the velocity vectors (Stefan flow)
and the constant contours of the vapor mass fraction in the vicinity of

the droplet for the case of BM = 0.025 at the scaled time of t< = 0.7. The
smooth flow and mass fraction fields qualitatively indicate the accuracy
of the numerical method. The enlarged view in Fig. 7b shows the vapor
mass fraction as well as the distribution of the ghost cells, the boundary
intercepts, and the image points near the interface.

Fig. 8a shows the numerical and analytical solutions of time history
of

�
d_d0

�2 in the stagnant conditions for the mass transfer numbers of
BM = 0.025, 0.05 and 0.1. Simulations are repeated using 128 ù 256,
256 ù 512 and 512 ù 1024 grid resolutions to demonstrate the grid
convergence. As seen, the numerical results are in good agreement
with the analytical solution and the 128 ù 256 grid resolution is
sufficient for the grid convergence. Simulations are also performed
to examine effects of the domain size and the results are plotted in
Fig. 8b. This figure shows that the numerical results converge to the
analytical solution as the domain size increases as expected since the
d2-law assumes that the droplet evaporates in an unbounded domain.
However, increasing the domain size from 5d0ù 10d0 to 10d0ù 20d0 does
not a significant effect on the overall results for this case. The spatial
accuracy is quantified in Fig. 9. As seen in Fig. 9a, the four finest grids
are in the asymptotic range and the nearly linear relationship between
(d_d0)2 and (h_d0)2 indicates a second order spatial accuracy, which is
verified more rigorously in Fig. 9b. Following Muradoglu et al. [66],
the error-free values of

�
d_d0

�2 used to compute the spatial error in
Fig. 9b are estimated using the Richardson’s extrapolation based on
the least-squares fits as h ô 0. The error is then computed as the
absolute value of difference between the numerical solution and the
predicted spatial error-free value. The linear least-squares fits show that
the present numerical method is second order accurate in space. Note
that the spatial accuracy was found to be 1.3 for the same case in the
previous studies of Irfan and Muradoglu [40,41] where the mass source
term was conservatively distributed outside of the interface using the
one-sided adsorption layer method [31,67]. The results demonstrate
that the present method significantly improves the spatial accuracy
compared to the one-sided distribution of the mass source term as done
in [40,41].
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Fig. 10. Evolution of temperature (top row) and vapor mass fraction (bottom row) fields for a water droplet evaporating at ambient dry-bulb temperature of 323.15 K and relative
humidity of 10% at the non-dimensional times (from left to right) t< = 0.02, 0.20, 2.80, and 7.91. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

Fig. 11. Temperature profiles plotted along the centerline of the droplet in the radial direction at various non-dimensional times. Dry bulb temperature is 323.15 K. Relative
humidity is (a) 10% and (b) 50%. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

[73] is used to compute aM RF .
We consider a deformable droplet whose center is fixed in the space

in a flowing ambient fluid as sketched in Fig. 13. The ambient flow
is uniform far from the droplet and its velocity is Uÿ. The droplet is
initially spherical with a diameter of d0 and its center is located at
the axial distance of 2.5d0 from the inlet. The computational domain
is 4d0 ù 8d0 and it is resolved by a 512 ù 1024 uniform Cartesian grid
in the radial and axial directions, respectively. In all the simulations,
a uniform velocity Uÿ is specified at the inlet section corresponding
to the specified Reynolds number while the symmetry and full-slip
boundary conditions are applied at the left (centerline) and the right
(far-field) boundaries. The Dirichlet mass fraction boundary condition,
corresponding to a specific mass transfer number (BM ), is applied on
the droplet surface and the vapor mass fraction is set to zero at the inlet,

i.e., the gas is dry. The gravitational effects are neglected to facilitate
a direct comparison with the evaporation models.

The relevant non-dimensional parameters for this study are defined
as

Re =
⇢gUÿd0

�g
, W e =

⇢gUÿ
2d0

�
, S c =

�g
⇢gDvg

, (34)

where Re, W e and S c are the Reynolds, Weber and Schmidt numbers,
respectively. The Reynolds and Schmidt numbers are fixed at Re =
100 and S c = 0.7 in all the results presented here. Simulations are
carried out for three different Weber numbers representing a nearly
spherical (W e = 0.65), a moderately deformable (W e = 6.5) and a
highly deformable (W e = 13) cases. The viscosity and density ratios
constitute the other relevant non-dimensional numbers and they are
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Fig. 10. Evolution of temperature (top row) and vapor mass fraction (bottom row) fields for a water droplet evaporating at ambient dry-bulb temperature of 323.15 K and relative
humidity of 10% at the non-dimensional times (from left to right) t< = 0.02, 0.20, 2.80, and 7.91. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

Fig. 11. Temperature profiles plotted along the centerline of the droplet in the radial direction at various non-dimensional times. Dry bulb temperature is 323.15 K. Relative
humidity is (a) 10% and (b) 50%. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

[73] is used to compute aM RF .
We consider a deformable droplet whose center is fixed in the space

in a flowing ambient fluid as sketched in Fig. 13. The ambient flow
is uniform far from the droplet and its velocity is Uÿ. The droplet is
initially spherical with a diameter of d0 and its center is located at
the axial distance of 2.5d0 from the inlet. The computational domain
is 4d0 ù 8d0 and it is resolved by a 512 ù 1024 uniform Cartesian grid
in the radial and axial directions, respectively. In all the simulations,
a uniform velocity Uÿ is specified at the inlet section corresponding
to the specified Reynolds number while the symmetry and full-slip
boundary conditions are applied at the left (centerline) and the right
(far-field) boundaries. The Dirichlet mass fraction boundary condition,
corresponding to a specific mass transfer number (BM ), is applied on
the droplet surface and the vapor mass fraction is set to zero at the inlet,

i.e., the gas is dry. The gravitational effects are neglected to facilitate
a direct comparison with the evaporation models.

The relevant non-dimensional parameters for this study are defined
as

Re =
⇢gUÿd0

�g
, W e =

⇢gUÿ
2d0

�
, S c =

�g
⇢gDvg

, (34)

where Re, W e and S c are the Reynolds, Weber and Schmidt numbers,
respectively. The Reynolds and Schmidt numbers are fixed at Re =
100 and S c = 0.7 in all the results presented here. Simulations are
carried out for three different Weber numbers representing a nearly
spherical (W e = 0.65), a moderately deformable (W e = 6.5) and a
highly deformable (W e = 13) cases. The viscosity and density ratios
constitute the other relevant non-dimensional numbers and they are
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Fig. 12. (a) Variation of the wet-bulb temperature with respect to the relative humidity at fixed dry-bulb temperatures of 293.15 K and 323.15 K. (b) Effect of increasing dry-bulb
temperature at a fixed relative humidity of 10%, 50%, and 80%. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

Fig. 13. Sketch of the computational domain and the boundary conditions used for
simulation of droplet evaporation in a convective environment.

fixed at �l_�g = 15.34, and ⇢l_⇢g = 25.75, respectively. Note that the
subscripts ®l® and ®g® denote the properties of the droplet liquid and the
ambient gas, respectively.

Simulations are first performed to demonstrate grid convergence
and to quantify the spatial accuracy of the numerical method for this
challenging test case. For this purpose, the effect of grid refinement
on the local Sherwood number is considered. Figs. 14a and 14c show
the distribution of local Sherwood number computed at t< = 5 using
various grid resolutions in the range between 80 ù 160 and 768 ù 1536
for a nearly spherical (W e = 0.65) and a highly deformable (W e =
13) cases. As seen, the difference between the results obtained on
successive grid resolutions decreases with grid refinement, indicating
a grid convergence. The spatial accuracy is quantified in Figs. 14b and
14d where the local Sherwood number is plotted against the square
of the normalized grid size

�
h_d0

�2 at various angles indicated by the
dotted vertical lines in Figs. 14a and 14c. In these figures, symbols
denote numerical values while solid lines are linear least-squares fits

to the numerical data. Note that only the numerical values obtained
on the grid resolutions in the asymptotic range are used in the linear
least-squares fits. The nearly linear relationship between the numerical
values and linear least-squares fits indicates that the numerical method
is second order accurate in space, which constitutes a major advantage
of the present hybrid method compared to the method developed by Ir-
fan and Muradoglu [40,41] where the spatial accuracy was only first
order. Fig. 14 shows that the 512 ù 1024 grid resolution is sufficient to
reduce the spatial error below 0.5% and 7% for nearly spherical (W e =
0.65) and highly deformable (W e = 13) cases, respectively. Therefore,
this grid resolutions is used in all the subsequent simulations. The larger
numerical error for the most deformable case is due to a significantly
fewer number of grid points inside the deformed droplet compared to
that in the nearly spherical one. For instance, number of grid points
along the axis of symmetry inside the droplet is 130 and 40 for the
nearly spherical (W e = 0.65) and the highly deformed (W e = 13) cases,
respectively, i.e., the nearly spherical droplet is about three times better
resolved.

Fig. 14 shows that the variation of the local Sherwood number over
the deformed droplet (W e = 13) is fundamentally different than that of
the nearly spherical one (W e = 0.65). For instance, the local Sherwood
number becomes maximum at the centerline on the leading edge for
the nearly spherical droplet while it occurs in the shoulder region
of the deformed droplet. This marked difference clearly demonstrates
the importance of droplet deformation that is totally ignored in the
commonly used low-order evaporation models.

The density ratio is of order of 1000 in actual spray combustion
simulations but the well-known inconsistency in the advection schemes
used to advect the density and the momentum causes numerical dif-
ficulties in the present front-tracking method at very high density
ratios [9]. Therefore the density ratio is usually limited to ⇢l_⇢g f
40. Olgac et al. [78] and Tasoglu et al. [79] have shown that the
results are not affected significantly when the density ratio is further
increased beyond ⇢l_⇢g = 20. Simulations are performed for the range
of density ratio between 10 f ⇢l_⇢g f 40 to examine sensitivity of
results to density ratio and to determine the density ratio beyond which
the results are not affected significantly. The other parameters are fixed
at Re = 100, S c = 0.7, W e = 0.65, BM = 2 and �l_�g = 15.34. The results
are shown in Fig. 15b. As seen, the results are insensitive to variation
in the density ratio beyond ⇢l_⇢g g 25.75. Thus, the density ratio is kept
constant at ⇢l_⇢g = 25.75 in all the simulations presented in this section
unless specified otherwise.

After demonstrating grid convergence and insensitivity to the den-
sity ratio, the numerical method is applied to simulate non-evaporating
and evaporating droplets for W e = 0.65, 6.5, and 13 to show its
capability in resolving evaporation of nearly spherical and highly de-
formable droplets in a convective environment. It is emphasized here
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Fig. 12. (a) Variation of the wet-bulb temperature with respect to the relative humidity at fixed dry-bulb temperatures of 293.15 K and 323.15 K. (b) Effect of increasing dry-bulb
temperature at a fixed relative humidity of 10%, 50%, and 80%. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

Fig. 13. Sketch of the computational domain and the boundary conditions used for
simulation of droplet evaporation in a convective environment.

fixed at �l_�g = 15.34, and ⇢l_⇢g = 25.75, respectively. Note that the
subscripts ®l® and ®g® denote the properties of the droplet liquid and the
ambient gas, respectively.

Simulations are first performed to demonstrate grid convergence
and to quantify the spatial accuracy of the numerical method for this
challenging test case. For this purpose, the effect of grid refinement
on the local Sherwood number is considered. Figs. 14a and 14c show
the distribution of local Sherwood number computed at t< = 5 using
various grid resolutions in the range between 80 ù 160 and 768 ù 1536
for a nearly spherical (W e = 0.65) and a highly deformable (W e =
13) cases. As seen, the difference between the results obtained on
successive grid resolutions decreases with grid refinement, indicating
a grid convergence. The spatial accuracy is quantified in Figs. 14b and
14d where the local Sherwood number is plotted against the square
of the normalized grid size

�
h_d0

�2 at various angles indicated by the
dotted vertical lines in Figs. 14a and 14c. In these figures, symbols
denote numerical values while solid lines are linear least-squares fits

to the numerical data. Note that only the numerical values obtained
on the grid resolutions in the asymptotic range are used in the linear
least-squares fits. The nearly linear relationship between the numerical
values and linear least-squares fits indicates that the numerical method
is second order accurate in space, which constitutes a major advantage
of the present hybrid method compared to the method developed by Ir-
fan and Muradoglu [40,41] where the spatial accuracy was only first
order. Fig. 14 shows that the 512 ù 1024 grid resolution is sufficient to
reduce the spatial error below 0.5% and 7% for nearly spherical (W e =
0.65) and highly deformable (W e = 13) cases, respectively. Therefore,
this grid resolutions is used in all the subsequent simulations. The larger
numerical error for the most deformable case is due to a significantly
fewer number of grid points inside the deformed droplet compared to
that in the nearly spherical one. For instance, number of grid points
along the axis of symmetry inside the droplet is 130 and 40 for the
nearly spherical (W e = 0.65) and the highly deformed (W e = 13) cases,
respectively, i.e., the nearly spherical droplet is about three times better
resolved.

Fig. 14 shows that the variation of the local Sherwood number over
the deformed droplet (W e = 13) is fundamentally different than that of
the nearly spherical one (W e = 0.65). For instance, the local Sherwood
number becomes maximum at the centerline on the leading edge for
the nearly spherical droplet while it occurs in the shoulder region
of the deformed droplet. This marked difference clearly demonstrates
the importance of droplet deformation that is totally ignored in the
commonly used low-order evaporation models.

The density ratio is of order of 1000 in actual spray combustion
simulations but the well-known inconsistency in the advection schemes
used to advect the density and the momentum causes numerical dif-
ficulties in the present front-tracking method at very high density
ratios [9]. Therefore the density ratio is usually limited to ⇢l_⇢g f
40. Olgac et al. [78] and Tasoglu et al. [79] have shown that the
results are not affected significantly when the density ratio is further
increased beyond ⇢l_⇢g = 20. Simulations are performed for the range
of density ratio between 10 f ⇢l_⇢g f 40 to examine sensitivity of
results to density ratio and to determine the density ratio beyond which
the results are not affected significantly. The other parameters are fixed
at Re = 100, S c = 0.7, W e = 0.65, BM = 2 and �l_�g = 15.34. The results
are shown in Fig. 15b. As seen, the results are insensitive to variation
in the density ratio beyond ⇢l_⇢g g 25.75. Thus, the density ratio is kept
constant at ⇢l_⇢g = 25.75 in all the simulations presented in this section
unless specified otherwise.

After demonstrating grid convergence and insensitivity to the den-
sity ratio, the numerical method is applied to simulate non-evaporating
and evaporating droplets for W e = 0.65, 6.5, and 13 to show its
capability in resolving evaporation of nearly spherical and highly de-
formable droplets in a convective environment. It is emphasized here
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• Following Rusche. (2003), moving reference frame 
(MRF) is used to keep droplet fixed in computational 
domain:

where

𝒂FGH = acceleration computed	at	every	time	step	
𝒖IJ$ = relative velocity

• The relevant flow parameters:

• Simulations are performed for
0 < 𝑅𝑒 ≤ 200, 0 ≤ 𝑊𝑒 ≤ 9, ≤ 𝐵F ≤ 15

Droplet evaporation under convection
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Figure 3: Sketch of the computational domain and the boundary conditions used for
simulation of droplet evaporation in a convective environment.
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where *1 is the free-stream velocity, 30 is the initial droplet diameter, d6
and `6 are the gas density and viscosity, f is the surface tension, and ⇡E6

is the vapor di↵usivity in the gas phase. The time scale is considered to be
30/*1, with 30 and *1, respectively, representing the initial diameter of the
droplet and the inlet flow velocity.

For all simulations presented in this study, the Schmidt number is fixed
at (2 = 0.7, assuming air thermophysical properties for the gas phase. Simu-
lations are carried out at a range of convective conditions, corresponding to
0  '4  200. It is important to note that increasing the Reynolds number
beyond '4 = 200 would result in three dimensional flow structures, such as
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droplets are considered to examine the e↵ects of deformation on evaporation
rate. The coupled interactions of droplet deformability and the Stefan flow
are explored and the relevance of the analytical models in case of deforming
droplets is evaluated. This study extends the previous work [38] by employ-
ing the IB/FT method to explore the problem in greater depth, focusing on
comparison of low-order models and the interface-resolved method in low to
moderate Reynolds number, examine the e↵ects of Stefan flow on flow physics
in the recirculation zone, and investigate the e↵ect of droplet deformation on
evaporation rate and mass flux distribution.

This paper is outlined as follows. The mathematical formulation and
numerical methods of the current study are explained in Section 2. The
computational setup is outlined in Section3. In Section 4 the results are
presented and discussed. Concluding remarks are drawn in section 5.

2. Mathematical Formulation and Numerical Methods

This study employs the IB/FT method for interface-resolved numerical
simulations of evaporating multiphase flows, recently developed and validated
by Salimnezhad et al. [38]. This method is based on the front-tracking frame-
work and utilizes a immersed boundary method [39] to accurately enforce the
saturation mass fraction boundary condition on the droplet surface. For a
comprehensive description of numerical methods and algorithm the reader
is referred to Salimnezhad et al. [38] and Irfan and Muradoglu [40]. Here,
we provide a brief overview of the mathematical formulation and numerical
methodology.

Considering an incompressible multiphase system, a one-field formulation
of the flow equations is solved in the entire computational domain, i.e., inside
and outside of the droplet [38, 41], and the jump conditions at the interface
are taken into account appropriately. Using a moving reference frame (MRF)
to keep the center of the droplet fixed in the computational domain [41] The
momentum equation can be written as [42, 43]

d
muA4;
mC

+ d [r · (uA4;uA4;) � uA4; (r · uA4;)] = �r? + d (a"'�)

+r · `
⇣
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⌘
+
π
�
f^nX (x�x� ) 3�,

(1)

where, urel denotes the flow relative velocity vector, ? is the pressure field,
and 0"'� is the acceleration introduced to fix the droplet’s center of mass
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where *1 is the free-stream velocity, 30 is the initial droplet diameter, d6
and `6 are the gas density and viscosity, f is the surface tension, and ⇡E6

is the vapor di↵usivity in the gas phase. The time scale is considered to be
30/*1, with 30 and *1, respectively, representing the initial diameter of the
droplet and the inlet flow velocity.

For all simulations presented in this study, the Schmidt number is fixed
at (2 = 0.7, assuming air thermophysical properties for the gas phase. Simu-
lations are carried out at a range of convective conditions, corresponding to
0  '4  200. It is important to note that increasing the Reynolds number
beyond '4 = 200 would result in three dimensional flow structures, such as
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• The classical model (Spalding 1953, Sazhin 2017):

𝑆ℎ = 𝑆ℎK
ln 1 + 𝐵F

𝐵F

where 𝑆ℎK is usually obtained from Ranz-Marshall
correlation (Ranz 1952)

𝑆ℎK = 2 + 0.552𝑅𝑒L/3𝑆𝑐L//

• The Abramzon-Sirignano model (Abramzon & 
Sirignano 1989):

𝑆ℎ = 2 +
𝑆ℎK − 2
𝐹F

ln 1 + 𝐵F
𝐵F

𝐹F = 1 + 𝐵F K.O ln 1 + 𝐵F
𝐵F

where the droplet is approximated to be collection of 
wedges and the Falkner–Skan boundary layer solution is 
used (Sirignano 2010). 

The correction factor, 𝐹F, accounts for BL thickening due 
to Stefan flow

Low-order models
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where *1 is the free-stream velocity, 30 is the initial droplet diameter, d6
and `6 are the gas density and viscosity, f is the surface tension, and ⇡E6

is the vapor di↵usivity in the gas phase. The time scale is considered to be
30/*1, with 30 and *1, respectively, representing the initial diameter of the
droplet and the inlet flow velocity.

For all simulations presented in this study, the Schmidt number is fixed
at (2 = 0.7, assuming air thermophysical properties for the gas phase. Simu-
lations are carried out at a range of convective conditions, corresponding to
0  '4  200. It is important to note that increasing the Reynolds number
beyond '4 = 200 would result in three dimensional flow structures, such as
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Grid Convergence

F. Salimnezhad et al.

Fig. 12. (a) Variation of the wet-bulb temperature with respect to the relative humidity at fixed dry-bulb temperatures of 293.15 K and 323.15 K. (b) Effect of increasing dry-bulb
temperature at a fixed relative humidity of 10%, 50%, and 80%. (Domain: 2.5d ù 5d; Grid: 128 ù 256.)

Fig. 13. Sketch of the computational domain and the boundary conditions used for
simulation of droplet evaporation in a convective environment.

fixed at �l_�g = 15.34, and ⇢l_⇢g = 25.75, respectively. Note that the
subscripts ®l® and ®g® denote the properties of the droplet liquid and the
ambient gas, respectively.

Simulations are first performed to demonstrate grid convergence
and to quantify the spatial accuracy of the numerical method for this
challenging test case. For this purpose, the effect of grid refinement
on the local Sherwood number is considered. Figs. 14a and 14c show
the distribution of local Sherwood number computed at t< = 5 using
various grid resolutions in the range between 80 ù 160 and 768 ù 1536
for a nearly spherical (W e = 0.65) and a highly deformable (W e =
13) cases. As seen, the difference between the results obtained on
successive grid resolutions decreases with grid refinement, indicating
a grid convergence. The spatial accuracy is quantified in Figs. 14b and
14d where the local Sherwood number is plotted against the square
of the normalized grid size

�
h_d0

�2 at various angles indicated by the
dotted vertical lines in Figs. 14a and 14c. In these figures, symbols
denote numerical values while solid lines are linear least-squares fits

to the numerical data. Note that only the numerical values obtained
on the grid resolutions in the asymptotic range are used in the linear
least-squares fits. The nearly linear relationship between the numerical
values and linear least-squares fits indicates that the numerical method
is second order accurate in space, which constitutes a major advantage
of the present hybrid method compared to the method developed by Ir-
fan and Muradoglu [40,41] where the spatial accuracy was only first
order. Fig. 14 shows that the 512 ù 1024 grid resolution is sufficient to
reduce the spatial error below 0.5% and 7% for nearly spherical (W e =
0.65) and highly deformable (W e = 13) cases, respectively. Therefore,
this grid resolutions is used in all the subsequent simulations. The larger
numerical error for the most deformable case is due to a significantly
fewer number of grid points inside the deformed droplet compared to
that in the nearly spherical one. For instance, number of grid points
along the axis of symmetry inside the droplet is 130 and 40 for the
nearly spherical (W e = 0.65) and the highly deformed (W e = 13) cases,
respectively, i.e., the nearly spherical droplet is about three times better
resolved.

Fig. 14 shows that the variation of the local Sherwood number over
the deformed droplet (W e = 13) is fundamentally different than that of
the nearly spherical one (W e = 0.65). For instance, the local Sherwood
number becomes maximum at the centerline on the leading edge for
the nearly spherical droplet while it occurs in the shoulder region
of the deformed droplet. This marked difference clearly demonstrates
the importance of droplet deformation that is totally ignored in the
commonly used low-order evaporation models.

The density ratio is of order of 1000 in actual spray combustion
simulations but the well-known inconsistency in the advection schemes
used to advect the density and the momentum causes numerical dif-
ficulties in the present front-tracking method at very high density
ratios [9]. Therefore the density ratio is usually limited to ⇢l_⇢g f
40. Olgac et al. [78] and Tasoglu et al. [79] have shown that the
results are not affected significantly when the density ratio is further
increased beyond ⇢l_⇢g = 20. Simulations are performed for the range
of density ratio between 10 f ⇢l_⇢g f 40 to examine sensitivity of
results to density ratio and to determine the density ratio beyond which
the results are not affected significantly. The other parameters are fixed
at Re = 100, S c = 0.7, W e = 0.65, BM = 2 and �l_�g = 15.34. The results
are shown in Fig. 15b. As seen, the results are insensitive to variation
in the density ratio beyond ⇢l_⇢g g 25.75. Thus, the density ratio is kept
constant at ⇢l_⇢g = 25.75 in all the simulations presented in this section
unless specified otherwise.

After demonstrating grid convergence and insensitivity to the den-
sity ratio, the numerical method is applied to simulate non-evaporating
and evaporating droplets for W e = 0.65, 6.5, and 13 to show its
capability in resolving evaporation of nearly spherical and highly de-
formable droplets in a convective environment. It is emphasized here
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F. Salimnezhad et al.

Fig. 14. Local Sherwood number computed over (a) nearly spherical (W e = 0.65) and (c) highly deformable (W e = 13) droplets for Re = 100 and BM = 2 at t< = 5. Grid resolutions:
80 ù 160, 128 ù 256, 192 ù 384, 256 ù 512, 384 ù 768, 512 ù 1024, and 768 ù 1536. Quantification of the spatial accuracy for (b) the nearly spherical (W e = 0.65) and (d) the highly
deformable (W e = 13) droplets.

Fig. 15. (a) Droplet shapes for the nearly spherical (W e = 0.65) and highly deformable (W e = 13) cases at t< = 5. (b) Effect of density ratio on Sherwood number distribution for
the W e = 0.65 case. (Re = 100, S c = 0.7, BM = 2. Grid: 512 ù 1024).

that the term of ‘‘non-evaporating droplet ’’ is used here to refer to the
case that the mass transfer from the droplet does not induce any Stefan
flow, i.e., the Stefan flow is switched off manually to demonstrate its
sole effect on the flow field and the mass transfer from the droplet.
Fig. 16 illustrates the velocity vectors, streamlines and mass fraction
field around non-evaporating (i.e., no Stefan flow) and evaporating
(BM = 2) droplets at Re = 100. As seen, a flow separation occurs in all
the cases creating a recirculation zone behind the droplet that broadens
as the droplet deformation (i.e., W e) increases [80]. In the evaporating
cases, the streamlines are pushed away from the droplet surface due to
the Stefan flow, resulting in a thickened boundary layer that leads to an
early flow separation and a broader recirculation zone compared to the
corresponding non-evaporating cases. In addition, the front and back
stagnation points are detached from the surface of the droplet for the
same reason in the evaporating cases. As can be seen in Figs. 16(b) and

16(c), the Stefan flow also slightly influences deformation of droplet.
To better show the effects of the Stefan flow, further simulations are

performed for the moderately deforming droplet case of W e = 6.5 at
various evaporation intensities, i.e., at BM = 5, 10 and 15, which can be
relevant in high temperature spray combustion applications. The results
are plotted in Fig. 17. As the Stefan flow intensifies with increasing
BM , the streamlines are pushed further away from the droplet interface
and the recirculation zone gets enlarged. This figure clearly shows the
importance of the Stefan flow which can be as large as that of the
mean flow and modify the entire flow field around the droplet. These
results also indicate that the present numerical method can successfully
simulate the evaporating droplets with high evaporation intensities.

Finally, we compare the interface-resolved simulation results with
the commonly used low-order evaporation models, i.e., the classical [3]
and Abramzon and Sirignano (A–S) [81,82] models. Both models ignore
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Fig. 16. Effects of droplet deformability. Velocity vectors and streamlines (left portion) and vapor mass-fraction field (right portion) are shown for the non-evaporating (no Stefan)
(top row) and evaporating (BM = 2) (bottom row) cases at t< = 9. Weber numbers are 0.65 (a), 6.5 (b), and 13 (c) from left to right. The other parameters are Re = 100,
⇢l_⇢g = 25.75, �l_�g = 15.34 and S c = 0.7. Color bars indicate the values of mass fraction. (Domain: 4d0 ù 8d0; Grid: 512 ù 1024.)

droplet deformation and assume that droplet remain spherical during
the entire evaporation process. The classical model takes into account
effect of the Stefan flow on mass transfer rate from evaporating droplets
[3] but ignores the boundary layer thickening caused by the surface
blowing. According to the classical model, the Sherwood number is
given by

S h = S h0
ln
�
1 + BM

�

BM
, (35)

where S h0 is the Sherwood number for the non-vaporizing spherical
particle and it is usually estimated using the correlations obtained
for the mass transfer from a solid sphere. For instance, the Frossling
correlation [83] is widely used in spray simulations and it is given by

S h0 = 2 + 0.552 Re
1
2 S c 1

3 . (36)

Abramzon and Sirignano [81,82] proposed a modification to the
classical model to account for the effects of boundary layer thickening
due to the surface blowing of the Stefan flow. They took into account
the adverse effect of Stefan flow on the Sherwood number by approx-
imating the droplet as a collection of evaporating wedges. They found
that the correction factor is essentially dependent on the mass transfer
number, and proposed the following correction to quantify its effect on
the Sherwood (or Nusselt) number

S h =
0
2 + S h0 * 2

FM

1 ln
�
1 + BM

�

BM
,

FM =
�
1 + BM

�0.7 ln
�
1 + BM

�

BM
.

(37)

Note that the Frossling correlation (i.e., Eq. (36)) gives an average
value of the Sherwood number for a spherical particle but it does not
provide any information for the local mass transfer rate. Thus, the local

Sherwood number, i.e., the distribution of S h0, is directly obtained
from the sharp-interface immersed boundary method simulations, and
it is used in evaluating the classical and Abramzon and Sirignano
models in the present study.

Figs. 18a and 18b, respectively, show the variation of the local
Sherwood number over a nearly spherical and a moderately deforming
evaporating droplet for the range of mass transfer numbers between
1 f BM f 15 at t< = 9. The numerical results are compared with
the Abramzon–Sirignano model where the local S h0 is taken from
separate the sharp-interface immersed-boundary simulations performed
for the mass transfer from a solid sphere of the initial droplet radius.
Note that the change in droplet diameter is neglected in evaluating
S h0 since the evaporative mass loss causes less than 5% decrease in
droplet diameter until t< f 9, resulting in less than 1.75% reduction
in the surface-averaged Sherwood number. In addition, as mentioned
before, the Stefan flow is switched off in the case of No Stefan Flow
plotted in Fig. 18 to demonstrate its sole effect. As seen, the Abramzon–
Sirignano model agrees reasonably well with the numerical results for
the nearly spherical droplet case especially in the leading edge until a
flow separation occurs. In the wake region, it generally underpredicts
the mass transfer rate. As droplet undergoes a significant deforma-
tion, its performance deteriorates quickly resulting in a qualitatively
inaccurate prediction of local Sherwood number all over the droplet.

Fig. 18c illustrates the temporal variation of the surface-averaged
droplet Sherwood number computed for three different Weber numbers
of W e = 0.65, 6.5, and 13, in comparison with the Abramzon–Sirignano
and the classical models. Note that, in this figure, S h0 is evaluated
using the Frossling correlation based on the instantaneous Reynolds
number of the moderately deforming droplet (W e = 6.5) for each mass
transfer number. The equivalent droplet diameter is used in evaluating
the Sherwood number for deformable cases. We also note that the
maximum reduction in the droplet diameter is about 7.3% at the end
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Effects of Stefan Flow

(a) (b) (c)

Figure 20: Velocity vectors (a), vorticity field (b), and flow field (c) in the absence (left)
and in presence of Stefan flow (right) for a nearly spherical (,4 = 0.65, top row) and
moderately deforming droplet (,4 = 6, bottom row). Domain and grid sizes are 430 ⇥ 830
and 512 ⇥ 1024, respectively. ⌫" = 10,,4 = 0.65, C⇤ = 9, and '4 = 100 (note that the
Reynolds number is based on the initial diameter (30) of the evaporating droplet)

(0 < C⇤ Æ 15,) droplets with di↵erent Weber numbers exhibit significantly
di↵erent evaporation rates such that the discrepancy reaches up to 30%,
but in the quasi-steady conditions, the maximum di↵erence between nor-
malized mass transfer rate is found to be around 7.5%, comparing the most
deformable and nearly spherical droplets. The evolution of the droplet shape
for the case with,4 = 9 is shown in fig.??. The temporal development of in-
ternal circulation within the droplet demonstrates transition from an initially
weak recirculatory motion to a fully developed and stabilized vortex struc-
ture. At earlier instances (C⇤ = 4, 6), the internal flow field is characterized by
a moderate recirculation zone near droplet’s furthermost radial region and
droplet becomes oblate shaped. As time progresses (C⇤ = 8, 10, 12), the vortex
strengthens and shifts upstream, occupying a larger portion of the droplet.
From C⇤ = 8 to C⇤ = 12 droplet stretches in the streamwise direction. At later
times (C⇤ = 14, 16, 18), the droplet shape settles and the vortex structure
reaches a mature and stabilized state. Qualitatively comparing Fig.23(a)
and Fig.23(b), a similar trend is observed between the temporal evolution
of the normalized mass transfer rate and surface area ratio. This might be
suggesting that variation of the surface area in deformed droplets plays a
critical role in determining overall evaporation rate. Note that in Fig.23(b),
the surface area generally decreases due to shrinking of droplets as a result
of evaporation. In addition to the surface area (�), surface averaged mass
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𝑅𝑒 = 100,𝑊𝑒 = 0.65, 𝐵, = 10, 𝑡∗ = 10.

flow field vorticity field mass-fraction field

Stefan flow
• thickens the boundary layer
• promotes early flow separation
• enlarges the recirculation zone



Effects of Reynolds Number

(a) '4 = 20, C⇤ = 5 (b) '4 = 50, C⇤ = 10

(c) '4 = 100, C⇤ = 20 (d) '4 = 200, C⇤ = 30

Figure 4: Velocity vectors, streamlines, and mass fraction field around a nearly spherical
droplet at di↵erent Reynolds numbers. Domain and grid sizes are 430⇥830 and 512⇥1024,
respectively. ⌫" = 5 and '4 = 100 (note that the Reynolds number is based on the initial
diameter (30) of the evaporating droplet)

concentration gradient at the droplet surface compared to the case without
Stefan flow. The classical model accounts for di↵usion and Stefan flow mech-
anisms in the evaporation of a spherical droplet in a quiescent environment;
however, it does not explicitly incorporate the e↵ects of mean flow convection
[7]. Accordingly, the Sherwood number for an evaporating droplet, based on
the Classical model, is given by

(⌘ = (⌘0
ln (1 + ⌫")

⌫"
, (10)

where (⌘0 and (⌘ represent the Sherwood number without Stefan flow and
the Sherwood number given by the classical model, respectively. In the
current study, we evaluated (⌘0 using Frossling’s correlation unless otherwise
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Figure 5: Interface resolved values of surface-averaged Sherwood number over a nearly
spherical droplet at '4 = 20, 50, 100, 200, compared to low-order models.

stated. This correlation estimates the Sherwood number of an spherical
particle under convection and is given by:

(⌘0 = 2 + 0.552 '4
1
2 (2

1
3 . (11)

Abramzon and Sirignano [17, 18] proposed a modification to the Classical
model that incorporates the e↵ect of boundary layer thickening caused by
Stefan flow. Their analytical model demonstrated that the reduction in Sher-
wood number due to Stefan flow is essentially dependent on the mass transfer
number (⌫"). Abramzon and Sirignano [17] proposed following correlation
to estimate the Sherwood number [17]

(⌘ = (2 + (⌘0 � 2

�"
) ln (1 + ⌫")

⌫"

�" = (1 + ⌫")0.7
ln (1 + ⌫")

⌫"
.

(12)
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Effects of Reynolds Number

(a) '4 = 20, C⇤ = 5 (b) '4 = 50, C⇤ = 10

(c) '4 = 100, C⇤ = 20 (d) '4 = 200, C⇤ = 30

Figure 4: Velocity vectors, streamlines, and mass fraction field around a nearly spherical
droplet at di↵erent Reynolds numbers. Domain and grid sizes are 430⇥830 and 512⇥1024,
respectively. ⌫" = 5 and '4 = 100 (note that the Reynolds number is based on the initial
diameter (30) of the evaporating droplet)

concentration gradient at the droplet surface compared to the case without
Stefan flow. The classical model accounts for di↵usion and Stefan flow mech-
anisms in the evaporation of a spherical droplet in a quiescent environment;
however, it does not explicitly incorporate the e↵ects of mean flow convection
[7]. Accordingly, the Sherwood number for an evaporating droplet, based on
the Classical model, is given by

(⌘ = (⌘0
ln (1 + ⌫")

⌫"
, (10)

where (⌘0 and (⌘ represent the Sherwood number without Stefan flow and
the Sherwood number given by the classical model, respectively. In the
current study, we evaluated (⌘0 using Frossling’s correlation unless otherwise

13

1 2 3 4 5
t$

1.6

1.8

2

2.2

_m _m
d
2

DNS Classical Model A!S Model

(a) Re = 20

1 2.5 5 7.5 10
t$

2

2.2

2.4

2.6

2.8

_m _m
d
2

(b) Re = 50

1 5 10 15 20
t$

2.5

2.75

3

3.25

3.5

_m _m
d
2

BM = 1

BM = 2

BM = 5

BM = 10

BM = 15
(c) Re = 100

1 10 20 30 40
t$

3

3.5

4

4.5

_m _m
d
2

(d) Re = 200

Figure 6: Interface resolved values of normalized evaporation rate of a nearly spherical
droplet at '4 = 20, 50, 100, 200, compared to low-order models.

where �" is a correction factor that accounts for the adverse e↵ect of the
boundary layer thickening on Sherwood number of an evaporating droplet.

Figure 5, demonstrates the temporal evolution of Sherwood number for
an evaporating droplet at Reynolds numbers of '4 = 20, 50, 100, 200 and
mass transfer numbers of ⌫" = 1, 2, 5, 10, 15. The results are obtained using
the interface-resolved simulations and compared to low-order models. In all
cases, (⌘ is initially high but decays over time as the quasi-steady evapo-
ration regime is reached. Note that (⌘0 is evaluated using the Frossling’s
correlation (Eq. (11)) and '4 number of the droplet in this correlation is
evaluated based on its instantaneous diameter. Comparing the low-order
models, the classical model consistently overpredicts (⌘ number compared
to DNS, as it neglects the adverse e↵ect of Stefan flow on convective mass
transfer from droplet due to boundary layer thickening. The A–S model, on
the other hand, agrees more closely with the DNS data across the parameter
space. As Reynolds number increase, the agreement between the (⌘ number

15

𝑊𝑒 = 0.65, 𝐵, = 5

• The classical model overpredicts 
evaporation rate

• The Abramzon-Sirignano model 
outperforms the classical model



Nearly Spherical Droplet: Effects of Reynolds Number

0 45 90 135 180
1

1.5

2

2.5

0 45 90 135 180
0

4

8

6

0 45 90 135 180
1

1.5

2

2.5

3

3.5

4

Figure 7: Local Sherwood number and normalized mass flux over a nearly spherical droplet
at '4 = 20 and '4 = 50.

predicted by DNS and classical model improves. For instance, at '4 = 20,
the discrepancy between the DNS and low order models are ... and ... for
the classical and A–S models, respectively. Where at '4 = 200, the values
are ... and .... This can be attributed to (i) inaccuracy in prediction of (⌘0
using Frossling’s correlation, and (ii) larger wake region behind the droplet
at higher Reynolds numbers. To show a detailed comparison between the
interface-resolved simulation and low-order models and highlight the influ-
ence of boundary layer thickening on evaporation of a droplet in convective
environments, we present Fig. 6 which demonstrates the normalized evapora-
tion rate for the cases shown in Fig. 5. Here, the evaporation rates obtained
from DNS and low-order models are normalized by the evaporation rate of
an identical droplet under quiescent conditions ( §</ §<32).

The results clearly show that the classical model predicts nearly constant
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Figure 8: Local Sherwood number and normalized mass flux over a nearly spherical droplet
at '4 = 100 and '4 = 200.

normalized evaporation rates regardless of the mass transfer number (⌫").
The slight decrease observed in values predicted by the classical model with
increasing ⌫" is solely attributed to temporal reductions in droplet radius,
as a droplet with a higher mass transfer number (⌫") evaporates faster. The
decaying trend in the DNS results is also attributed to shrinking in droplet
size; as Sherwood number and Reynolds numbers are proportional to droplet
radius (see Eq. (9)). The slight fluctuations seen in (⌘ number of the cases
with '4 = 100 and '4 = 200 is due to the oscillation in droplet shape as it
is kept nearly spherical with adjusting the surface tension however it could
slightly deform. Fig. 6 reveals that with increase in ⌫" the normalized
evaporation rate decreases. This is attributed primarily to boundary layer
inflation caused by Stefan flow, which is neglected by the classical model.
The Abramzon–Sirignano (A–S) model partially captures this phenomenon;
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Figure 5: Interface resolved values of surface-averaged Sherwood number over a nearly
spherical droplet at '4 = 20, 50, 100, 200, compared to low-order models.

stated. This correlation estimates the Sherwood number of an spherical
particle under convection and is given by [54]

(⌘0 = 2 + 0.552 '4
1
2 (2

1
3 . (11)

Abramzon and Sirignano [17, 18] proposed a modification to the Classical
model that incorporates the e↵ect of boundary layer thickening caused by
Stefan flow. Their analytical model demonstrated that the reduction in Sher-
wood number due to Stefan flow is essentially dependent on the mass transfer
number (⌫"). Abramzon and Sirignano [17] proposed following correlation
to estimate the Sherwood number [17]

(⌘ = (2 + (⌘0 � 2

�"
) ln (1 + ⌫")

⌫"

�" = (1 + ⌫")0.7
ln (1 + ⌫")

⌫"
.

(12)
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𝑊𝑒 = 0.65

• The Abramzon-Sirignano model outperforms the classical modelFigure 10: Interface resolved values of (⌘/(⌘0 for a nearly spherical droplet at '4 =
20, '4 = 50, '4 = 100, and '4 = 200. A comparison of interface-resolved values (blue lines)
and analytical models (A–S model: red dotted lines and classical model: green dashed-
dotted lines) is demonstrated.

Note that, enlargement of the recirculation zone poses a challenge to the
accuracy of the Abramzon–Sirignano (A–S) model, which inherently relies
on boundary-layer assumptions. As demonstrated in Figs.7(b, c) and8(b,
c), an increasing portion of the droplet experiences a reversed trend in the
normalized evaporative flux distribution as Reynolds number increases. For
example at '4 = 200, a noticeable discrepancy between the A–S model and
DNS predictions emerges starting from approximately 120 degrees, as the
flow separation occurs. This observation indicates that as Reynolds number
increases, the fidelity of boundary-layer-based low-order models such as the
A–S model may start to deteriorate, particularly in predicting evaporation
rates in regions dominated by wake flows.
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𝑊𝑒 = 0.65

• The low order models perform poorly in the after BL separation

c d

Figure 11: Interface resolved values of Sherwood number ratio over a nearly spherical
droplet at '4 = 20 and '4 = 50 . A comparison of interface-resolved values, the Abramzon-
Sirignano model, and the classical model is demonstrated.

harmony with the boundary layer theory, which predicts that the variation
of Sherwood number with Stefan flow is independent of the Reynolds number
and depends solely on mass transfer (⌫") and Schmidt ((2) numbers. At
higher Reynolds numbers ('4 = 50, 100, 200), the Sherwood number ratio
exhibits a decreasing trend over time. This decline is partly attributed to the
reduction in droplet volume caused by evaporation. To isolate this e↵ect, we
conducted additional simulations at '4 = 200, where the variation in droplet
volume was held below 14 � 7 throughout the simulation. The influence
of volume reduction on the time-averaged Sherwood number ratio over the
designated time window was quantified as 0.8% and 2.8%, for ⌫" = 1 and
⌫" = 15 cases, respectively.

While the Sherwood number ratio ((') provides an overall picture of the
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dc

Figure 12: Interface resolved values of local Sherwood number ratio over a nearly spherical
droplets at '4 = 100. A comparison of interface-resolved values and low-order analytical
models is demonstrated.

impact of Stefan flow on Sherwood number, examining its local variation can
o↵er deeper insights into the nuanced e↵ects of Stefan flow under di↵erent
convective flow conditions. We introduce the local Sherwood number ratio,
defined as

!('(\) = (⌘(\)/(⌘0(\), (14)

where !(' is a function of the angle (\) and is obtained using interface-
resolved simulations.

Figures 11(a-d) show the !(' for a nearly spherical droplet at relatively
low and moderate Reynolds numbers of '4 = 20 and '4 = 50 at various time
instances. This Figure demonstrates an explicit comparison of the Sherwood
number ratio predicted by the low-order models and its local varation ob-
tained using the interface resolved simulations for mass transfer numbers
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Figure 13: (a) Radial lines along which mass fraction and axial velocity is studied in the
wake of the droplet. (b) Probe locations around the droplet corresponding to normal
distances of 0.0230, 0.0830, 0.1530, and 0.2530 from the droplet surface.

the significant portion of the recirculation zone at di↵erent Reynolds num-
bers. The vapor mass fraction at the designated locations is then compared
considering two scenarios: with and without Stefan flow.

Figure 14 demonstrates the temporal variation of vapor mass fraction
along the radial lines at Reynolds number of '4 = 20 and mass transfer
numbers of ⌫" = 1, ⌫" = 5, ⌫" = 10. At C⇤ = 0.5, the mass fraction along
the radial line closest to the droplet is the highest of the rest, whereas the
values at more distant radial lines remain negligible. As the simulation pro-
gresses, the wake region develops behind the droplet, becoming increasingly
concentrated with vapor. In all cases, Stefan flow increases the mass fraction
values in the recirculation zone, regardless of the mass transfer number.

Figure 15 highlights the impact of Reynolds number on the mass fraction
distribution in recirculation zone at Reynolds number of '4 = 100. Evidently,
the Stefan flow considerably changes the flow field in the recirculation zone
and impacts the distribution of the vapor concentration. At C⇤ = 1, presence
of Stefan flow seems to be increasing the mass fraction in the closest radial
probe line to the droplet, similar to the trend observed at C⇤ = 0.5 in Fig.14.
However, as the simulation evolves, a reversed trend is witnessed where the
increase in the intensity of Stefan flow does not consistently lead to higher
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Figure 14: Mass fraction at designated radial lines in the wake of evaporating droplet('4 =
20)

vapor mass fraction values in the wake region, as opposed to later instances
shown in Fig.14. In fact, the higher the mass transfer number, the lower
the mass fraction values along the axis of symmetry appears to be. This
might be attributed to the fact that, the Stefan flow leads to a larger recir-
culation zone in downstream of droplet, thereby entraining gas with lower
vapor concentration and transporting it toward the leeward side via an axial
velocity along the wake centerline that is greater in magnitude compared to
the case without Stefan flow. This phenomena is demonstrated in Figure 16.
Evidently, for the case with '4 = 20 where there is no recirculation zone, Ste-
fan flow decreases the positive value of the velocity. Whereas, at '4 = 100,
Stefan flow further increases the magnitude of the axial velocity towards the
droplet rear stagnation point, therefore giving rise to slightly lower values of
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culation zone in downstream of droplet, thereby entraining gas with lower
vapor concentration and transporting it toward the leeward side via an axial
velocity along the wake centerline that is greater in magnitude compared to
the case without Stefan flow. This phenomena is demonstrated in Figure 16.
Evidently, for the case with '4 = 20 where there is no recirculation zone, Ste-
fan flow decreases the positive value of the velocity. Whereas, at '4 = 100,
Stefan flow further increases the magnitude of the axial velocity towards the
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Figure 13: (a) Radial lines along which mass fraction and axial velocity is studied in the
wake of the droplet. (b) Probe locations around the droplet corresponding to normal
distances of 0.0230, 0.0830, 0.1530, and 0.2530 from the droplet surface.

the significant portion of the recirculation zone at di↵erent Reynolds num-
bers. The vapor mass fraction at the designated locations is then compared
considering two scenarios: with and without Stefan flow.

Figure 14 demonstrates the temporal variation of vapor mass fraction
along the radial lines at Reynolds number of '4 = 20 and mass transfer
numbers of ⌫" = 1, ⌫" = 5, ⌫" = 10. At C⇤ = 0.5, the mass fraction along
the radial line closest to the droplet is the highest of the rest, whereas the
values at more distant radial lines remain negligible. As the simulation pro-
gresses, the wake region develops behind the droplet, becoming increasingly
concentrated with vapor. In all cases, Stefan flow increases the mass fraction
values in the recirculation zone, regardless of the mass transfer number.

Figure 15 highlights the impact of Reynolds number on the mass fraction
distribution in recirculation zone at Reynolds number of '4 = 100. Evidently,
the Stefan flow considerably changes the flow field in the recirculation zone
and impacts the distribution of the vapor concentration. At C⇤ = 1, presence
of Stefan flow seems to be increasing the mass fraction in the closest radial
probe line to the droplet, similar to the trend observed at C⇤ = 0.5 in Fig.14.
However, as the simulation evolves, a reversed trend is witnessed where the
increase in the intensity of Stefan flow does not consistently lead to higher
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No Stefan flow

Figure 15: Mass fraction at designated radial lines in the wake of evaporating droplet('4 =
20)

with lower vapor concentration and transporting it toward the leeward side
of the droplet via an axial velocity along the wake centerline that is greater
in magnitude compared to the case without Stefan flow. This phenomena is
demonstrated in Figure 17. Evidently, for the case with '4 = 20 where there
is no recirculation zone, Stefan flow decreases the positive value of the ve-
locity. Whereas, at '4 = 100, Stefan flow further increases the magnitude of
the axial velocity towards the droplet rear stagnation point, therefore giving
rise to slightly lower values of vapor mass fraction near the droplet in the
wake axis.

Next we evaluate the influence of Stefan flow on distribution of mass frac-
tion in vicinity of the droplet. Figure 14(b) shows the location of the probes
located around the droplet at normal distances of 0.0230, 0.0830, 0.1530,
and 0.2530 from the droplet surface. These distances are selected based on
the film theory suggested by Abramzon and Sirignano [17] and Bird [55]. The
film thickness is defined by XC0 = 30/((⌘0 � 2) for the case of mass transfer
from droplet without taking into account the blowing e↵ect of Stefan flow.
Here, (⌘0 is the Sherwood number without Stefan flow, evaluated using Eq.
(11). For a Reynolds number of '4 = 100, the film thickness is approxi-
mately 0.330; thus, the probes shown in Figure 14(b) are positioned inside
the boundary layer (BL) for all the Reynolds number being considered in
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Figure 16: Mass fraction at designated radial lines in the wake of evaporating droplet('4 =
100)

this section.
Figure 18 shows the e↵ect of Stefan flow on the distribution of vapor

mass fraction around an evaporating droplet at the designated probe loca-
tions. The analysis is presented for mass transfer numbers of ⌫" = 1, 5, and
10, and Reynolds numbers of '4 = 20, 50, and 100. For each Reynolds num-
ber, results are shown at time instances of C⇤ = 0.5, 1, and 2.5, respectively,
corresponding to an early stage of the evaporation process, prior to quasi
steady-state conditions. The results indicate that in all cases, Stefan flow
significantly enriches the vapor mas fraction field around the droplet. At
'4 = 20, the mass fraction is less susceptible to convective e↵ects and shows
less variation across the angular probe locations. In contrast, at '4 = 100
the influence of convection is clear in shaping the mass fraction field around
the droplet, such that the BL layer regime and recirculation zone can di↵er-
entiated be examining the . values at the farthermost probes. The increase
in mass transfer number saturates the near droplet field with more amount
of vapor, giving rise to a significant di↵erence compared to that of the case
with no Stefan flow. Note that at ⌫" = 10 and for all the Reynolds num-
bers, the mass fraction values at the closest probe location to the droplet
are approximately a constant value and does not change with respect to the
angular position. This might be attributed to stronger influence of Stefan
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Effects of Deformation (We)

(a) ,4 = 1 (b) ,4 = 3

(c) ,4 = 6 (d) ,4 = 9

Figure 21: Velocity vectors, streamlines, and mass fraction field around nearly spherical
(a), weakly deforming (b), moderately deforming (c), and highly deforming droplet (d).
Domain and grid sizes are 430 ⇥ 830 and 512 ⇥ 1024, respectively. ⌫" = 5, C⇤ = 15 and
'4 = 100 (note that the Reynolds number is based on the initial diameter (30) of the
evaporating droplet)

flux is a determining factor that represents the evaporation potential of the
droplet and when multiplied with surface area the overall evaporation rate
can be obtained ( §< = §<00 ⇥ �). To obtain §<00, the mass flux is averaged over
the surface of the droplet following §<00 = 1

�

Ø
�
§<00 d�.

Figure25(a) demonstrates the surface averaged mass flux of the a de-
forming droplet as a function of dimensionless time. Fig.25(a) reveals that,
surprisingly, deformation does not play a significant role in determining the
surface-averaged mass flux of a droplet. As shown in Fig.25(b), the max-
imum deviation of surface averaged mass flux for the deforming droplet
(,4 = 3, 6, 9) from that of the nearly spherical (NS) one happens to be
at approximately C⇤ = 4, corresponding to maximum value of 5.5%. How-
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Figure 23: Mass fraction (a) and axial velocity along the wake axis (b) for nearly spherical
(,4 = 1), weakly deforming (,4 = 3), moderately deforming (,4 = 6), and highly deform-
ing droplet (,4 = 9). Domain and grid sizes are 430 ⇥ 830 and 512 ⇥ 1024, respectively.
⌫" = 5, C⇤ = 15 and '4 = 100.
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Figure 24: (a) Temporal evolution of the normalized mass transfer rate (a) and ratio of
the surface area (b) of deforming droplets at '4 = 100 and ⌫" = 5. Domain and grid sizes
are 430 ⇥ 830 and 512 ⇥ 1024.

area (�), surface averaged mass flux is a determining factor that represents
the evaporation potential of the droplet and when multiplied with surface
area the overall evaporation rate can be obtained ( §< = §<00 ⇥ �). To ob-
tain §<00, the mass flux is averaged over the surface of the droplet following
§<00 = 1
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§<00 d�.

Figure26(a) demonstrates the surface averaged mass flux of the a de-
forming droplet as a function of dimensionless time. Fig.26(a) reveals that,
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Temporal evolution of mass transfer rare (left) and surface area (right)
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Figure 25: (a) Surface averaged mass flux of deformable evaporating droplets ('4 = 100
and ⌫" = 5.) (b) Percent di↵erence in surface-averaged mass flux of a deforming (,4 =
1,,4 = 3, and ,4 = 9, ) and nearly spherical (NS-,4 = 1) droplet.

surprisingly, deformation does not play a significant role in determining the
surface-averaged mass flux of a droplet. As shown in Fig.26(b), the max-
imum deviation of surface averaged mass flux for the deforming droplet
(,4 = 3, 6, 9) from that of the nearly spherical (NS) one happens to be
at approximately C⇤ = 4, corresponding to maximum value of 5.5%. How-
ever, in the quasi-steady condition the error value is 3% at most, indicating
minimal influence of deformation on surface-averaged mass flux of deforming
droplets. This finding is consistent with the results reported by Setiya and
Palmore [37].

Figures 26(a-d) demonstrate the distribution of the normalized mass flux,
§<00/ §<00

32
, over a deforming droplet at dimensionless times of, C⇤ = 4, 10, 15,

and 19. The figure indicates that the convective flow around the droplet re-
sults in a clear increase in normalized mass flux compared to that in 32�law.
Generally, mass flux in upstream region of the droplet is considerably higher
than than in the downstream region [37], due to stronger convective flow.
However, as shown in Fig.26(b), by increase in deformation, the di↵erence in
mass flux of the front and rear part of the highly deformed droplet (,4 = 9)
diminishes and it becomes more even, except for the sudden surge of §<00/ §<00

32
in the curved portion of the droplet (80 < �=6;4 Æ 135). Significant defor-
mation of the droplet and the consequent change in the mass flux distribution
at C⇤ = 4 contributes to the discrepancy shown in Fig.26(b). The variation of
mass flux over nearly spherical droplet (,4 = 1) is more smooth compared
to the deformed cases and maximum value of mass flux is always located at
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Surface-averaged mass flux (left) and percentage difference (right)

Evaporation rate strongly correlates with surface area



Effects of Deformation (We)

(a) ,4 = 1 (b) ,4 = 3

(c) ,4 = 6 (d) ,4 = 9

Figure 21: Velocity vectors, streamlines, and mass fraction field around nearly spherical
(a), weakly deforming (b), moderately deforming (c), and highly deforming droplet (d).
Domain and grid sizes are 430 ⇥ 830 and 512 ⇥ 1024, respectively. ⌫" = 5, C⇤ = 15 and
'4 = 100 (note that the Reynolds number is based on the initial diameter (30) of the
evaporating droplet)

flux is a determining factor that represents the evaporation potential of the
droplet and when multiplied with surface area the overall evaporation rate
can be obtained ( §< = §<00 ⇥ �). To obtain §<00, the mass flux is averaged over
the surface of the droplet following §<00 = 1
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Figure25(a) demonstrates the surface averaged mass flux of the a de-
forming droplet as a function of dimensionless time. Fig.25(a) reveals that,
surprisingly, deformation does not play a significant role in determining the
surface-averaged mass flux of a droplet. As shown in Fig.25(b), the max-
imum deviation of surface averaged mass flux for the deforming droplet
(,4 = 3, 6, 9) from that of the nearly spherical (NS) one happens to be
at approximately C⇤ = 4, corresponding to maximum value of 5.5%. How-
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(b) 

   

 

Figure 26: Normalized mass flux over deforming droplets as a function of angle at '4 = 100,
⌫" = 5, C⇤ = 4 (a), C⇤ = 10, C⇤ = 15, and C⇤ = 19 (b). Insets show the instantaneous interfaces
of the droplets.

the front stagnation point. As Weber number increases and droplet deforms
into an oblate spheroid shape, the mass flux in the downstream generally
increase. The temporal evolution of the surface-averaged normalized mass
flux from the rear portion of the droplet for various degrees of deforma-
tion is summarized in Table 1. Clearly, the most strongly deformed droplet
(,4 = 9) consistently exhibits the highest mass flux values at all time in-
stances investigated. where generally, deformed cases has larger mass fluxes
compared to the nearly spherical case (,4 = 1). In addition, deformed cases
(,4 = 3, 6, and 9) exhibit higher mass flux compared to the nearly spherical
case (,4 = 1), which highlights the role of droplet deformation in enhancing
convective mass transfer from the leeward side of an evaporating droplet.

This finding validates the results reported by Setiya and Palmore [37]
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ber that is directly calculated based on Eq. (15), where the mass transfer
rate, §< is found from the interface resolved simulations,

(⌘2 =
§<

2c d6 ⇡E6 ' ⌫" ,
. (16)

Note that, in Eq.(16), the equivalent radius of the droplet is readily calculated
from the interfaced-resolved simulations. Figure27 (a) shows the temporal
variation of corrected Sherwood number of deforming droplets as well as
the Sherwood number predicted by the classical [7] and Abramzon-Sirignano
[17] models. Note that in calculating the analytical models, the Frossling’s
correlation (Eq. (11)) [54] is used to estimate (⌘0. This figure reveals that the
corrected Sherwood number varies considerably with respect to the Weber
number, such that the larger deformation leads to higher corrected Sherwood
number. As previously demonstrated in Fig.24(a), deformation enhances the
evaporation rate primarily by increasing the droplet’s surface area. The
increased evaporation rate, in turn, accelerates the reduction in volume of a
droplet, which leads to a reduction in its radius. Thus, referring to Eq.(16),
an increase in droplet deformation is expected to yield higher values of the
corrected Sherwood number.

   

(a) (b) 
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𝐷𝑜𝑡𝑡𝑒𝑑 𝑙𝑖𝑛𝑒𝑠: 

(𝑁𝑆: 𝑁𝑒𝑎𝑟𝑙𝑦 𝑆𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙) 

Figure 27: (a) Temporal variation of the corrected Sherwood number found using Eq.
(16), classical model [7], and Abramzon-Sirignano model [17]. (b) Ratio of the Sherwood
number and surface area of the deformed droplets to that of the nearly spherical droplet
('4 = 100 and ⌫" = 5.)

As Figure27 (b) demonstrates, the temporal variation of the corrected
Sherwood number ratio closely resembles that of the surface area. Here,
the Sherwood and area ratios are defined, respectively, as (⌘34 5 >A<43/(⌘#(

41

Evaporation rate strongly correlates with surface area



Conclusions
• The front-tracking method is presented for interface-resolved simulations of droplet 
evaporation

- Distributing evaporative flux near droplet is computationally inexpensive but results in 1st

order spatial accuracy
- Hybrid method is more expensive but results in 2nd order spatial accuracy
- Both methods are rigorously validated

• Extensive simulations are performed to examine droplet evaporation is convective 
environments 

- A thin mass boundary layer (BL) forms at the interface 
- Stefan flow thickens BL and results in early separation and larger recirculation zone, greatly 

influencing evaporation rate
- The classical model outperforms Abramzon-Sirignano model at very low Re 
- But, Abramzon-Sirignano model performs much better for Re of practical interest
- Droplet deformation greatly affects evaporation rate and must be incorporated in low order 

models. Evaporation rate correlates well with the deformation rate

• Future works:
- Extension to full 3D (in progress)
- Investigation of effects of turbulence
- Investigation of effects of combustion
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Fig. 1 Frict ion-factor plot for m a x i m u m drag-reduct ion asymptote . Entries are ordered as in Table 1 . 

ing ultimate mean veloeitj' profile is inferred. Next, experi-
mental profiles are correlated by an effective slip model, proposed 
earlier [3], and the effective slip is interpreted in terms of the 
ultimate profile. Finally, a simple model for the mean flow struc-
ture prevailing in Toms' phenomenon flows is proposed. 

Correlation of Experimental Data 
f Friction Factors. Maximum drag-reduction data from all avail-
able sources [3-7, 11] as well as some new data from the authors' 
laboratory [12, 13] are shown in a friction factor plot, Fig. 1. 
Corresponding experimental conditions are summarized in Table 
1. The coordinates in Fig. 1 are Fanning friction factor, / , and 
Reynolds number, N R 0 , the latter being formed with solution (as 
opposed to solvent) viscosity. In cases where original results 
were presented in terms of Reynolds numbers based on solvent 
viscosity, the latter have been adjusted, via the well-known 
Flory-Huggins expansion, to account for the viscosity of the 
polymer solutions relative to solvent. N R e ~ 2000 has been 
chosen as a lower limit, in Fig. 1 since attention will be restricted 
to the turbulent flow regime in which drag reduction occurs. In 
viewing the data, the greatest scatter, =1=15 percent, is observed in 
the range 2000 < NR C < 5000 and most likely reflects the sensi-
tivity of such transitional flows to entrance conditions; over the 
remainder of the range, 5000 < N R o < 150,000, the scatter is 
about + 1 0 percent. Despite scatter, the data of several inde-
pendent investigators taken with different polymers, concentra-
tions, solvents, and pipes clearly cluster together. The mean 

curve through the data has distinct curvature on the log-log coor-
dinates in Fig. 1; a power-law expression for the central decade is 

f = 0.59 NH 4000 < NRe < 40,000 (1) 

The negative exponent in equation (1) is intermediate between 
the values, 0.67 and 0.55, respectively, reported by Castro [4] and 
Virk [3] on the basis of their individual measurements. Owing 
to the curvature of the data, the use of equation (1) outside the 
quoted range of Reynolds numbers is not recommended. 

The data are shown plotted on Prandtl-type coordinates, f~ '* 
versus log (NRe/1/2), in Fig. 2. The mean curve is a straight line 

/ - ' / = = (19.0 ± 0.4) log10 (NRe/1/2) - (32.4 ± 1.2) (2) 

The constants in equation (2) differ somewhat from those based 
entirely on the present authors' data [3]. Error limits ( ± ) are 
for 95 percent confidence, the corresponding confidence band 
around the data being indicated by the vertical flags at the ex-
tremes of the solid line representing the correlation (2) in Fig. 2. 
By way of comparison, the well-known Newtonian correlation of 
Prandtl 

f >A 4.00 log10 ( N R , , / / * ) - 0.4 (3) 

is also indicated in Fig. 2. 
Though the data used to arrive at the asymptote span a fail-

range of variables, Table 1, some dominant features are evident. 
Namely, relatively small pipes are involved; essentially a single 
chemical system—polyethylene oxide (PEO) in water—is repre-

•Nomenclature-
A, B = 

c,„ = 

d = 
f = 

M, N 

N„e = 

constants in law of wall 
friction coefficient, local, 

torque coefficient, overall (2m/ 
7r2pwV) 

pipe diameter, cm 
Fanning friction factor, 2(uT/ 

uy 
overall frictional moment on 

disk, dyne-cm 
constants in Prandtl-type fric-

tion law 
Reynolds number, pipe (dU/v) 

N R , , S 

N R 6 „ . 
r 

R + 

S 
S + 

Tm 

uT 

u+ 

U 
U 

Reynolds number, local (xtj/v) 
Reynolds number, disk (farl/v) 
radius, cm 
friction radius (ruT/v) 
effective slip velocity, cm/sec 
(S/uT) 
wall shear stress, dynes/cm2 

friction velocity, V T , / p 
(.U/uT) 
local mean velocity, cm/sec 
bulk average (pipe) or free-

stream (boundary-layer) ve-
locity, cm/sec 

x 
A 
V 

P 

CO 

distance from leading edge, cm 
mixing-length constant 
distance from pipe wall, cm 
friction distance (yuT/v) 
kinematic viscosity, cm2/sec 
density, gm/cm3 

(2lr/d) 
angular velocity, rad/sec 

Subscripts 

n = in solvent or in Newtonian plug 
p = in polymer solution or in interac-

tive zone 
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Surfactant

49

• Exists as impurities or added deliberately  to the system
• Tend to collect at the interface and reduce surface tension
• Non-uniform surface tension induces Marangoni stresses
• A minute amount may change structure of a bubbly flow 
completely
• A challenging task for simulations



𝜕ρ𝐮
𝜕t + 𝛻 ⋅ ρ𝐮𝐮 = −𝛻p −

𝑑𝑃.
𝑑𝑦 𝒋 + ρ − ρ/01 𝐠 + 𝛻 ⋅ µ2 𝛻𝐮 + 𝛻𝐮3 + 𝛻 ⋅ 𝝉

+.
4
σ Γ 𝜅𝐧 + 𝛻2σ Γ δ 𝐱 − 𝐱𝐟 dA

• Incompressible	Flow	Equations:	One-field	formulation

Mathematical Formulation

50

viscoelastic stresses

• Viscoelasticity:	FENE-P	Model	(Bird	et	al.	1980;	Izbassarov and	Muradoglu,	2015)
6𝑨
6)
+ ∇ & 𝒖𝑨 − ∇𝒖 ! & 𝑨 − 𝑨 & ∇𝒖 = − 8

9
𝑨

8:;</=> 𝑨 /@*
− 𝑰

𝝉 = 𝝁𝒑
𝝀

𝑨
8:;</=> 𝑨 /@*

− 𝑰

̇𝑆C = k/C2 ΓD − Γ − kEΓ 𝛻2 = 𝛻 − 𝐧(𝐧 ⋅ 𝛻)

σ Γ = σ2[ max(ϵF, 1 + β2 ln(1 −
Γ
ΓD
))]

DΓA
Dt = AD2𝛻2GΓ + ̇𝑆C

𝜕C
𝜕t + 𝛻 ⋅ C𝐮 = 𝛻 ⋅ D=H𝛻C + S=⋅

• Langmuir	Equation	of	state

• Surfactant	concentration	at	interface	(Stone	1990)

• Bulk	surfactant	concentration

𝛻 E 𝐮 = 0



Effects of surfactants (Takagi et al. 2011)
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Clean water 42 ppm 3-pentanol 168 ppm 3-pentanol 2 ppm TritonX-100

• Clean water case: Bubbles coalesce and become deformable
• 42 ppm 3-pentanol (little surfactant): Bubbles do not coalesce and tend to collect 

near the wall
• 168 ppm 3-pentanol: Bubbles are distributed more uniformly across the channel
• Only 2 ppm of TritonX-100 surfactant produce same results as 168 ppm of 3-

pentanol surfactant type



Effects of surfactants: Single Bubble (Ahmed et al. 2020)

52
Ahmed et al., IJMF (2020)



Effects of surfactants: Newtonian Bubbly Flow (𝑅𝑒! = 180)

• Even a tiny amount of TritonX-100 alters the structure of the turbulent 
bubbly flow dramatically

• Qualitatively in good agreement with the experimental observations of 
Takagi et al. 2008

𝐶D = 0 ppm
(clean)

𝐶D = 0.25 ppm
(Cont.)

𝐶D = 0.5 ppm
(Cont.)

Surfactant: Triton X-100
All Newtonian (𝑊𝑖 = 0)

clean

𝐶6 increasing

Bubble distribution and flow structure Flow Rate
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Multiphase flows: Drag Reduction by polymer additives

• Interface-resolved DNS of turbulent 
bubbly channel flow at 𝑅𝑒1 = 180
- Polymer additives (FENE-P)
- Soluble surfactant (Triton-X100)

• Main Findings:
- Drag reduction is fully realized in single-
phase flow
- Drag reduction is lost in bubbly flows due to 
formation of bubble wall layer
- Polymer drag reduction is realized only 
when surfactant is present

Clean 
case

Virk’s MDR

Ahmed et al. Phys. Rev. Fluids, 6, 104302 (2021)



Elastic instability

• A single bubble in pressure-driven 
channel (Giesekus fluid)
- Elastic instability caused by the curvature of 
the bubble 

- A secondary flow develops at a significant 
shear-thinning

- Shear thinning reduces and eventually 
suppresses the elastic instability

• Many bubbles (preliminary results)
- More complex flow but not turbulent yet
- Conditions for triggering transition to 
turbulence (under investigation)
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Bubble-Induced instability & Transition to Turbulence
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Figure 6. (a) Evolution of flow velocity and its transition to turbulent state once bubbles are
injected into the flow (b) The contours of vorticity magnitude in an xz-plane at the centre of the
domain for the single-phase and multi-phase regimes (Re = 1000,Wi = 5,� = 0.1, Ca = 0.01)

but act as a dissipating force closer to the walls of the channel. The same term remains
negligible at the centre. Interestingly, at lower inertia where the elastic e↵ects dominate
the EIT regime, the polymer work contributes towards turbulence production at the four
corners and towards the central region of the duct. The dissipative role of polymer work
is mainly observed at the four walls except the corners. The viscous dissipation and the
pressure terms follow the same pattern, as seen in Figs. 5f & c, respectively. Finally, the
summation of all the terms in Eq. (4.1) approaches zero confirming that a statistically
steady state is reached, as shown in Fig. 5h.
Notably, the distribution of various components of TKE in the present EIT regime of

a highly concentrated polymer solution at low Re is markedly di↵erent than that in a
dilute viscoelastic turbulent duct flow at high Re as studied by Shahmardi et al. (2019),
where the turbulent statistics of the flow were entirely dominated by the inertial e↵ects.

4.2. EIT in a multiphase flow

For a given Reynolds number, a significantly high Wi is always required to achieve the
EIT state in a single phase flow in the absence of any external perturbations, as has been
shown in the previous section. When Re is low (e.g., Re = 10), even the Weissenberg
number as high as 1000 cannot make the flow unstable (Fig. 2). Similarly, the single-phase
flow is found to be essentially laminar at the lower values of Wi even when Reynolds
number is as high as Re = 1000.

We next examine the e↵ects of bubble injection into the viscoelastic laminar channel
flow. For this purpose, simulations are performed for three relatively low values ofWi = 1,
5 and 10 at each value of Re = 10, 100 and 1000. Note that the the single phase flow
remains laminar for these combinations of Wi and Re. Calculations are first carried
out for the single-phase flow until a statistically steady state is reached. Then, spherical
bubbles are injected instantaneously into the flow with a volume fraction of 3%. The
bubbles are initially injected randomly and uniformly in the entire duct. The capillary
number is fixed at Ca = 0.01 to keep the bubbles nearly spherical. The state of this
multiphase flow field is continuously monitored at each time step using the two numerical
probes as for the single-phase case. By introducing the bubbles into the flow, the flow is
found to achieve a chaotic state even for the Reynolds and Weissenberg numbers as low
as Re = 10 and Wi = 5. Time histories of instantaneous velocity components are plotted
in Fig. 6a for the Re = 1000 and Wi = 5 case to show the transition from a laminar to
an EIT state after the injection of bubbles. Bubbles are injected at about t⇤ = 400. As

Naseer et al. JFM (submitted) (2025)
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Figure 9. (a) Iso-surfaces of Q� criterion are shown at di↵erent values of Re for Wi = 1. The
contours are plotted at 0.003, 0.3 and 3 for Re = 10, 100 and 1000 cases, respectively. (b,c,d)
1D energy spectrum, (e,f,g) the distribution of various components of shear stress and (h,i,j)
turbulent kinetic energy (K) are plotted in the mid-plane for Re = 10 (left), Re = 100 (middle)
and Re = 1000 (right) cases, respectively (� = 0.1 and Ca = 0.01).
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